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Abstract
As health information technologies continue to advance, routine collection and digitisation of

patient health records in the form of electronic health records present as an ideal opportunity for

data-mining and exploratory analysis of biomarkers and risk factors indicative of a potentially

diverse domain of patient outcomes. Patient records have continually become more widely

available through various initiatives enabling open access whilst maintaining critical patient

privacy. In spite of such progress, health records remain not widely adopted within the current

clinical statistical analysis domain due to challenging issues derived from such “big data”.

Deep learning based temporal modelling approaches present an ideal solution to health

record challenges through automated self-optimisation of representation learning, able to man-

ageably compose the high-dimensional domain of patient records into data representations able

to model complex data associations. Such representations can serve to condense and reduce

dimensionality to emphasise feature sparsity and importance through novel embedded feature

selection approaches. Accordingly, application towards patient records enable complex mod-

elling and analysis of the full domain of clinical features to select biomarkers of predictive

relevance.

Firstly, we propose a novel entropy regularised neural network ensemble able to highlight

risk factors associated with hospitalisation risk of individuals with dementia. The application

of which, was able to reduce a large domain of unique medical events to a small set of relevant

risk factors able to maintain hospitalisation discrimination.

Following on, we continue our work on ensemble architecture approaches with a novel cas-

cading LSTM ensembles to predict severe sepsis onset within critical patients in an ICU critical

care centre. We demonstrate state-of-the-art performance capabilities able to outperform that

of current related literature.

Finally, we propose a novel embedded feature selection application dubbed 1D convolu-

tion feature selection using sparsity regularisation. Said methodology was evaluated on both

domains of dementia and sepsis prediction objectives to highlight model capability and gener-
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alisability. We further report a selection of potential biomarkers for the aforementioned case

study objectives highlighting clinical relevance and potential novelty value for future clinical

analysis.

Accordingly, we demonstrate the effective capability of embedded feature selection ap-

proaches through the application of temporal based deep learning architectures in the discovery

of effective biomarkers across a variety of challenging clinical applications.
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1. Introduction

1.1 Motivations

Within the current information age, digital information technologies permeate every facet of

human life allowing for unprecedented interconnected communication of information spanning

the globe. Consequentially, the concept of big data—an increasingly understated title by mod-

ern trends[1]—generates immense hype and investment in every field of science and industry[2,

3]. For modern society, big data heralds new levels of multi-disciplinary scientific discovery

and economic value, promising discovery and analysis of large scale population trends and

heterogeneities never before possible with small-scale data. For the data scientist, big data

presents significant and unique computational and statistical challenges including scalability,

data noise, spurious correlations, incidental endogeneity, and measurement errors[4] with non-

trivial applications and solutions.

Machine learning (ML) based approaches, inductive generalisation of data, allows for the

production of automated predictive modelling and discovery applications; an ideal solution for

the automated processing of excessive amounts of data into actionable information, placing

value on data. Statistical pattern recognition methods such as the humble naive Bayes (NB)

linear regressor and support vector machines (SVMs), to ensemble weak learner approaches

such as random forests (RFs) and neural networks (NNs) have been adapted to numerous and

diverse ranges of applications over the decades. Recent state-of-the-art in ML focuses upon

deep learning (DL) approaches[5], coinciding with the big data based advances in digital tech-

nologies regarding computational capability and data capacity. The increasingly mainstream

deep neural network (DNN) family of DL approaches have maintained state-of-the-art capa-

bilities, able to self-optimize feature representations based off of observed data. As such, the

DNN family have seen significant application in numerous big data research domains such as

computer vision[6], natural language processing[7, 8], and medical decision support systems.

The latter domain of which, health informatics, is of particular emphasis. Examples of success-

ful application include studies highlighting the potential health outcome benefits of ML based

approaches applied to real-world clinical environments[9] whilst a large proportion of studies

report significant improvements to diagnosis and prognosis prediction across a wide variety of

medical applications from neuroimaging[10, 11, 12] to health records[13, 14, 15] to genome

modelling[16, 17, 18].
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1.1. Motivations

1.1.1 The Electronic Health Record

The domain of health information technology has seen great advancement with big data based

technology improvements. The collection and storage of patient health information in the form

of electronic health records (EHRs) provide insight into individualised health across a diverse

population. Modern advances in information linkage[19] enables extensive patient follow-up

across the many disparate medical systems, enabling EHR timelines to extend to potentially en-

tire lifetimes; whilst anonymisation technologies[20] enable such data to be widely accessible

in research contexts without risks towards data privacy exposure.

As such, the application of state-of-the-art DL based big data approaches on the relatively

untapped domain of EHRs[21, 22, 23] promises great advancement in the concepts of individ-

ualised medicine and improved patient outcomes[24, 25].

However, with such rich information potential, the application of the EHR in current clin-

ical statistical analysis for implementation of improved care delivery is highly limited[21, 22,

23]. Traditional statistical modelling, prevalent within the evidence-based medicine approach

practised on small sample size clinical trials, remains highly limited when applied to big data

based EHRs. Consequently, within EHR based health informatics we identify two key do-

mains, of which jointly, there exists potential advancement in novel approaches to the analysis

of individualised health information.

Temporal Information

Of significance is the temporal nature of patient health, continually changing from

age and underlying conditions. Such longitudinal information is critical in capturing

the underlying trends and thus complete health picture of an individual as time pro-

gresses. Within traditional statistical model-driven health informatics literature, lon-

gitudinal health analysis focus on cross-sectional type approaches[26]. Applications of

such relying on simultaneous modelling of correlation between all temporal observations

through autocorrelation regression estimation[27] or via moving-average autoregressive

models[27]. Cross-sectional type approaches remain popular due to the alternative con-

sideration of the complete time-series, a challenging approach due to the continual in-

crease in feature-set size with the inclusion of a temporal dimension. The utilisation of

the complete temporal dimension can be achieved through methodologies such as recur-

rent ML-based modelling approaches which will be of focus within this thesis.

Feature Dimensionality

3



1. Introduction

Large data dimensionality is one such characteristic of big data. EHRs present a prime

example of significantly high dimensionality through the sheer potential of unique med-

ical events experienced by the individual patient across a lifetime. In conjunction to the

big data challenges mentioned previously, rules based medicine approaches rely on the

concept of simplicity and human comprehension. Consequentially, the application of

high dimensional data is itself undesirable whilst being infeasible for the medical pro-

fessional to evaluate and apply to a decision support system. The required submission

of a full patient history remains impractical for the diagnosis of an individual whilst

remaining impossible to validate due to the intractable, black-box nature of such a mod-

elling approach. Current literature has emphasised hand-selection of small feature size

EHRs[28] reducing the potential capability of big data based large-scale population anal-

ysis. Such approaches remain limiting for exploratory based studies such as discovery

of novel biomarkers due to the prior assumption of relevance or lack-thereof in the set

of considered features. As such, approaches with consideration for novel exploratory

biomarker discovery presents considerable potential with which this thesis will bring to

focus.

The two concepts of temporal information and feature dimensionality remain critical to

effective exploitation of the EHR to it’s full potential as a big data based domain. Said concepts

however, remain relatively unexplored for the former, or run counter to current established

medical approaches in the latter case. Consequently, we seek to incorporate the domain of big

data based DL approaches towards producing novel and effective solutions to our established

challenging use case.

1.1.2 Objective

Within a big data domain such as EHRs, there generally exists a large feature redundancy and

subsequently small relevance for a significant proportion of medical events towards the stated

modelling objective or patient outcome. Furthermore, the application of EHR analysis for a

clinical based objective requires significant limitations in dimensionality to ensure feasibility

as a practical tool. Within current literature, such feature selection has been based on a priori

expert or domain knowledge with little consideration for exploratory analysis of the wider set

of potential features available within a big data based EHR.

There exists an entire domain of ML focused feature selection approaches, categorised as

filter, wrapper and embedded methodologies; said research domain of feature selection will be

4



1.1. Motivations

explored in detail in chapter 3. The focus of this thesis will be on embedded type methodolo-

gies; in particular, we seek to apply DL based architectures as the modelling and prediction

component of our EHR based application and to leverage the self-optimised feature represen-

tation capabilities as the foundation for novel feature selection approaches. The use of DL

architectures enables the utilisation of the temporal specific, recurrent based sub-category of

DL architectures to exploit the longitudinal progression of the individual’s health.

The primary objective of this thesis is accordingly, the exploration and development of

novel approaches to biomarker discovery within a clinical objective or condition through EHR

data-mining. Development approaches will focus on embedded type feature selection on DL

based modelling methodologies, specifically recurrent based DNNs in order to exploit self-

optimisation of feature representation within a temporal context as the selection criteria foun-

dation. Such approaches remain young in maturity within the larger domain of ML and to a

greater extent within the health informatics domain of EHR analysis. As such, there exists

potential for novel and opportune research approaches within said domain.

In conjunction, the secondary objective of this thesis concerns validation of our proposed

feature selection approaches on sufficiently complex and relevant clinical challenges existing

within a real population dataset as a case study. The development of a clinically feasible appli-

cation for the prediction of said patient outcomes would enable potential significant improve-

ments to individualised medical care through optimisation and direction of clinical utilization

towards critical patients. Of greater significance is the discovery of relevant and potentially

novel biomarkers, indicators of a particular patient outcome through which, greater under-

standing can be driven towards through traditional clinical research trials. We seek to evaluate

such biomarkers for clinical relevance as a whole, to ensure validity of our proposed method-

ologies.

The case studies in question will be pertaining to sepsis development within a critical care

context and dementia based hospitalisation event risk within a long-term analysis of an indi-

vidual; clinical relevance and motivations of said objectives are detailed in greater detail in

chapter 4. Whilst the focus will remain solely on said cases within this thesis, the proposed

methods will remain wholly generalisable to a large range of clinical applications. Such gen-

eralisability is due to the open, unfocused nature of EHRs detailing a complete patient health

picture with which, our proposed methodologies data-mine. Method generalisability is also

heuristically proven through validation with the use of two distinctly unique-in-characteristic

case studies and the application of a large variety of unique EHR datasets.
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1. Introduction

1.2 Contributions

The main contributions of this thesis can be seen as follows:

• A comprehensive review of EHR based machine learning applications within the cur-

rent state-of-the-art literature in the context of dementia risk and of sepsis development.

Through which we present current relevance of said topics within the greater medical

domain, the challenges of applying ML based approaches to such a clinical objective,

the current state-of-the-art methodologies and studies within said domain and finally fu-

ture research pathways and opportunities for further study, of which we approach in the

following contributions.

• A novel approach to feature selection within a use-case study, identifying at-risk individ-

uals with dementia in encountering a hospitalization event. The proposed methodology

consists of an ensemble architecture of DNNs trained using the “snapshot ensemble” ap-

proach to aid in reducing over-fitting and perturb feature weighting in combination with

novel entropy weight regularisation to produce sparse feature representations. Such rep-

resentations are thus applied as ranking and selection criteria to produce a final selected

feature-set.

• A novel architecture and training approach towards alleviating issues of high-

dimensionality, data sparsity, and class imbalance to produce a prediction tool for sepsis

development able to outperform the current state-of-the-art approaches within literature

according to the PhysioNet 2019 CinC Challenge. The proposed approach consists of a

continuation of the ensemble approach detailed previously, incorporating a novel boosted

cascading architecture approach.

• A novel embedded feature selection methodology incorporating linear aggregation ker-

nels in combination with long short-term memory (LSTM) recurrent networks and a

novel weight sparsity regularization approach to produce sparse feature representations

within the aggregation kernel. Through which, we extrapolate feature importance, or

lack-thereof, to produce a final set of highly relevant features. The proposed methodol-

ogy was validated through case study using both clinical objectives of predicting sepsis

development and separately, dementia development across two uniquely characterised

EHRs.
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• We present a complete list of discovered biomarkers found to be of relevance towards

the proposed case studies. Through which, we analyse the clinical relevance and novelty

value to highlight potential avenues of novel clinical research and validation. Said list

highlights a significant proportion of known risk factors relevant towards our case stud-

ies, highlighting model selection capability whilst several novel medical events were

highlighted with minor to no studies exploring such correlation.

Outcomes from this thesis have also contributed towards several publications across a range

of conferences and journals. Following on is a list of published and in review publications.

• Mining Electronic Health Records to Identify Influential Predictors Associated with

Hospital Admission of Patients with Dementia: An Artificial Intelligence Approach

Zhou, S.M., Tsang, G., Xie, X., Huo, L., Brophy, S., and Lyons, R.A

2018 The Lancet 392, S9

• Harnessing the Power of Machine Learning in Dementia Informatics Research: Is-

sues, Opportunities, and Challenges

Tsang, G., Xie, X., and Zhou, S.M.

2019 IEEE Reviews in Biomedical Engineering 13, 113-129

• Modelling Large Sparse Data for Feature Selection: Hospital Admission Predic-

tions of Dementia Patients using Primary Care Electronic Health Records

Tsang, G., Zhou, S.M., and Xie, X.

2020 IEEE Journal of Translational Engineering in Health and Medicine 9, 1-13

• Deep Learning Based Sepsis Intervention: The Modelling and Prediction of Severe

Sepsis Onset

Tsang, G., and Xie, X.

2020 25th International Conference on Pattern Recognition, 8671-8678

• Convolution Based Feature Ranking: Identifying Predictive Indicators within Elec-

tronic Health Records

Tsang, G., and Xie, X.

2021 Journal of Biomedical and Health Informatics [UNDER REVIEW]
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1. Introduction

1.3 Outline

The remainder of the thesis is arranged and outlined as follows:

Chapter 2 Electronic health records

This chapter presents background on the EHR, detailing current motivations, challenges

and opportunities in the utilisation of EHRs within ML based applications.

Chapter 3 Machine Learning

This chapter introduces the larger domain of ML, emphasis is placed on DL and time-

series based ML approaches. Following on is an introduction to current state-of-the-art

in feature selection approaches currently applied within the context of EHRs.

Chapter 4 Applied EHR Modelling: An Overview of Clinical Objectives

This chapter highlights the background motivations, challenges and current state-of-the-

art in analysis and prediction of our chosen case studies: dementia based risk analysis

and sepsis development.

Chapter 5 Dementia Hospitalisation: Risk Factor Identification Using Entropy Cas-

cades

In this chapter we present our first proposed methodology in feature selection, the en-

tropy cascade NN. Experimental evaluation is performed by case study of dementia

based prediction of hospitalisation risk.

Chapter 6 Modelling Severe Sepsis Onset: Boosted Cascading LSTMs

The focus of this chapter is in modelling approaches towards alleviating the big data

challenges of EHRs. The boosted cascading LSTM methodology is proposed within this

chapter and evaluated by sepsis onset prediction, presenting state-of-the-art performance

capabilities.

Chapter 7 Linear Aggregation Based Feature Ranking: Identifying Predictive Indica-

tors within Electronic Health Records

We present within this chapter, the linear aggregation kernel based feature ranking

methodology for feature selection. We evaluate on both sepsis and dementia case stud-

ies. Through which, we present impressive feature selection capability able to select a

small subset of medical events able to maintain effective modelling performance whilst

being clinically relevant.

8



1.3. Outline

Chapter 8 Conclusions and Future Work

We finally draw concluding remarks and retrospective on the presented chapters and

novel applications. We aim to highlight potential drawbacks, assumptions and challenges

encountered, looking to inform future potential avenues for continued development of

our presented work.
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2. Electronic Health Records

2.1 Introduction

With the modern age of health information technology (HIT), routine collection and digitiza-

tion of patient healthcare data, ranging from patient histories to medication to demographics,

produce extensive collections of individualized medical information across a diverse and wide-

ranging population which exist in the form of electronic health records (EHRs). Even in con-

sideration of the many disassociated systems of distinct health-care providers within a region;

in combination with modern capabilities for patient data linkage[29], there exists an unprece-

dented and complete longitudinal perspective of an individual’s health records from birth to

death. EHRs provide substantial opportunity for large-scale, exploratory analysis via modern

information technology approaches in the hopes of increasing understanding and improving

individualized patient care outcomes and care utilization[21, 22].

Despite the rich information potential of EHRs, it is still not widely adopted in current clini-

cal statistical analysis for use in improved care delivery[21, 22, 23]. Such lack of EHR adoption

remains hampered by concerns of data quality and validation, completeness and heterogeneity

between disparate data systems globally[30]. Not least, the development of common tradi-

tional clinical statistical models suffers the non-trivial obstacle of scalability on the continually

expanding domain of EHRs: the challenges of big data and the “curse of dimensionality”.

Presented in this chapter is a broad overview of EHRs and it’s place in medical informatics,

machine learning based modelling approaches. We first introduce the concept of EHR data in

section 2.2 for understanding. Following on, is a discussion of the potential opportunities and

current landscape of EHR application within the medical informatics field in section 2.3. This

leads us onto a overview in section 2.4 of the current challenges in EHRs within a machine

learning context to highlight the non-trivial context of such an application.

2.2 Electronic Health Record Collection and Content

With the primary purpose of the EHR being documentation of patient histories and treatment

for reimbursement, such accumulated individualized patient information provides a highly de-

sirable platform for analysis. To this end, the diverse approaches between healthcare providers

in structuring EHRs to facilitate ease of record keeping reflects poorly on ease of use in health

informatics analysis. As such, the formatting of health information can be categorized, in order

of convenience, into: structured, semi-structured, and unstructured data.
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2.2. Electronic Health Record Collection and Content

2.2.1 Structured Data

In the context of medical informatics, highly structured data, stored within rigid fixed schema

database tables, presents a straightforward approach to analysis. Examples of such com-

monly being: demographic information (e.g. birth date, race, gender); event codes (e.g. di-

agnostic, procedure and medication codes); healthcare encounter information (e.g. admission

and discharge); and vital signs (e.g. blood pressure, pulse, weight, height). Structured data

presents straightforward analysis through significant standardization across disparate health-

care providers. An example of which being standardized medical encoding systems such as

the International Classification of Diseases (ICD) system or the UK National Health Service

(NHS) read code system.

Solely structured data however, remains impractical and thus infrequent in real-world EHR

systems; requiring anticipation and codification of every possible data element at every event

entry, rendering such a system unfeasible and unusable through overly high complexity. Con-

sequently, information must be stored and conveyed in an approach not conducive to the rigid

requirements of an entirely structured data system.

2.2.2 Unstructured Data

Free text, unstructured data represents the opposite extreme of the structured data concept. Said

data consists of narrative text–which includes general practice (GP) encounter notes, specialist

reports, admission-discharge summaries, etc.–resulting in highly qualitative, diverse, and de-

tailed information not possible within the rigid confines of structured data. With such rich and

diverse information potential, the organization into a form applicable for analysis however, is

a non-trivial task.

Narrative text as an avenue for analysis suffers greatly from inconsistent structure or frame-

work providing highly varied and subjective health information. Such variance extends past

care providers of varying specialities, to institutions with differing or unique policies, to na-

tionalities with unique dialect or language challenges. The use of natural language processing

(NLP) tools to preprocess and extract relevant knowledge from free text represents a non-trivial

task, presenting challenges inherent of language comprehension requiring state-of-the-art NLP

applications[8].
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2.2.3 Semi-structured Data

Semi-structured data forms the majority of EHR structures consisting of flexible name-value-

timestamp triplets representing a wide range of medical events based upon the indicated name

field from laboratory measurements to dispensed medication to procedure and diagnostic codes

associated with an individual patient. An example of such being an “arterial blood pressure”

measurement of 145mmHg performed at 16:38, 20/12/21. Expandability is afforded through

the definition of newly named events without requiring the restructuring of database tables.

Event indications through name and timestamp entry further ensures database capacity re-

mains manageable and non-sparse by eliminating irrelevant event non-occurrence entries and

irrelevant periods of time apparent within a structured, rigidly defined schema of set events and

regular timesteps of a solely structured data concept. Consequently, semi-structured systems

remain the most common approach for recording EHRs.

Semi-structured data, whilst benefiting as the median of the data structure scale, provide

unique informatics challenges due to the name-value-timestamp triplet design. Akin to is-

sues with unstructured free text EHRs, dynamic indications of events by name and timestamp

present highly varying and inconsistent health pictures of patients dependant on the subjective

views of the care provider. Without consistent or regular recordings of pre-set critical health

information, two patients suffering of the same condition can present highly differing and con-

sequently informatively sparse health pictures unconducive to consistent traditional machine

learning (ML) based modelling approaches. Data challenges also extend towards collation of

several multi-institution, nationwide EHR systems with inconsistent naming or codification of

events across care-provider systems. Such issues are alleviated through aforementioned stan-

dardised coding systems such as ICD and NHS read codes. However, even consistent use of

a set coding system in dataset comparisons only generally apply at a national level and not

world-wide thus requiring a system of normalising and mapping across systems.

2.3 Opportunities

Modern medical understanding and practice is based upon the foundation of evidence-based

medicine[31]. The principles of which, produce large collections of evidence-based best-

practice recommendations suggested by committee with validation through randomized clin-

ical trials. Said randomized clinical trial is considered the gold standard research vehicle for

validation and evidence creation. The clinical trial however, suffers from small population
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sample sizes resulting in issues of population bias and uncertainty in validity for the larger

diverse global population. Larger sample sizes and longer-term clinical trials allow for more

certainty in validation however; said clinical trial results in significant time commitments and

high expense to conduct[22]. Consequently, the clinical trial, whilst essential, is relegated to a

confirmatory role in a priori hypotheses with little room for exploration based approaches.

EHR based data mining and analysis approaches through long-term observational studies

provide a complimentary solution for exploratory analysis through the creation of a large va-

riety of novel possible hypotheses able to be validated through the clinical trial. With large

scale, potentially nation-wide population coverage and individual follow-up durations extend-

ing from potentially birth to death, EHRs sit at a uniquely optimal position for extensive ex-

ploratory analysis. Additional adoption of automated modern ML and health informatics based

applications further enhances potential with extensive big data data mining and analysis tools

ideal for EHRs.

Whilst the field of ML based EHR health informatics is still young; continued maturing has

led to several recent reviews of literature within areas relating to ML, EHRs, and feature rank-

ing highlight prevailing trends, limitations, and possible avenues[21, 28, 32]. Consequently,

there exists a large selection of related review and study literature exploring and analysing the

various avenues and opportunities available. Following on, we will highlight the foundation

of several avenues of research and understanding in which EHRs have or will provide novel

effective solutions.

2.3.1 Cohort Selection

A complementary aspect for clinical trials, cohort selection was traditionally performed via

manual patient chart reviews to identify eligibility for study inclusion. Large scale EHRs able

to record longitudinal individualised information (with emphasis on demographics, medical

history, and lifestyle) enable greater categorization and fine identification of ideal cohort candi-

dates. Whilst large general coverage of a population expands quantity and diversity of available

candidates lessening population bias concerns.

Such processes of distinguishing patients on patient records accordingly become extremely

time-consuming and challenging depending on criteria complexity. Automation of cohort se-

lection is generally achieved through phenotyping applications, via hand-crafted rules based

selection or ML selection algorithms. Phenotype definitions involve physical or biochemical

traits such as specific diseases or conditions, physical characteristics or lifestyle choice. As in-
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dicated by literature review, most common phenotypes of interest are identified as cancer and

diabetes comprising the significant proportion of included studies[33]. Various initiatives exist

which seek to provide and automate phenotyping applications for cohort selection purposes.

Examples of such national initiatives being the UK Biobank[34] for the United Kingdom or

the Electronic Medical Records and Genomics (eMERGE) Network for the United States.

2.3.2 Medical Trajectory & Patient Outcomes

Studying the historical, natural progression of a disease or condition is an obvious question

of great importance in medical care. Again, the large scale and longitudinal nature of EHRs

present an abundance of instances of diseases and said progression over long periods of time.

Of importance, associated medical trajectories—initiated by the same condition and culmi-

nating in the same patient outcome—can diverge and vary highly between individuals from

healthy to condition development to associated complications[35]. Consequently, said applica-

tion of large scale individualised records for analysis and study can lead to the development of

personalised, tailored treatments aimed at improving individual patient outcomes: the modern

concept of personalised healthcare[36, 37].

Associated with medical trajectory is the study, measurement and prediction of patient out-

comes. As noted previously, the modern trend of healthcare is shifting towards the concept

of personalised healthcare[36], consequently maximising the “value” of healthcare services on

the individual patient measured by patient outcome compared to the relative cost[38]. Patient

prognosis, otherwise the prediction of risk or probability of patient outcome, is a foundational

aspect of health care[39]. Outcomes are often defined as specific events such as hospital dis-

charge or death, or measured by quantities such as disease progression or quality of life. The

prediction of which is shaped by individual circumstances and health conditions. Such pre-

dictions aim to inform healthcare providers on severity and thus adjust intensity of required

management, with a proven record of success[24, 25].

The ubiquity of EHRs, and subsequent patient information capability, introduces a new

avenue in producing increasingly more advanced, automated risk prediction tools through ML

based applications. There exists a large collection of studies applying said concept to fields

such as cardiovascular disease risk prediction[25, 40] and dementia risk prediction[41]. Whilst

there has been considerable success in producing risk prediction models able to outperform

traditional manually measured clinical risk prediction tools, there still exists many challenges

including improving clinical understanding with “black box” ML models and application gen-
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eralisability concerns progressing from varying individual perspectives to hospital systems to

the diversity of international healthcare systems.

2.3.3 Epidemiology & Biomarker Discovery

Epidemiology: studying the determinants, dynamics and distribution of diseases within popu-

lations has been of consistent interest within the medical field; significantly, the advent of the

SARS-CoV-2 (COVID-19) pandemic has contributed to rising attention in the public eye of the

importance of effective epidemiological study.

Biomarker discovery, the study of identifying key indicators contributing to the develop-

ment of a condition or disease, runs parallel to risk prediction tools previously highlighted. Of

significance, effective risk prediction runs secondary to the identification and understanding

of the underlying risk factors. In particular—aforementioned “black box” ML based risk pre-

diction models, able to produce state-of-the-art results whilst being unable to illustrate the un-

derlying approach or risk factors, remains a significant drawback of practical implementation

raising concerns such as guaranteed generalisability without the aforementioned true under-

standing of a model to manually ensure rationality. Biomarkers provide a succinct summary

of an individual patient’s health in relation to the medical condition in question. Similarly,

risk factors provide potential to highlight at risk individuals applicable for intervention style

treatment.

Data mined risk factor identification remains a highly under-utilized methodology in con-

junction with ML based risk prediction applications. Adversely, biomarker selection within

ML based modelling studies remains rooted in prior domain/expert knowledge with small sub-

sets of known features[28]; subsequently limiting the full capability of big-data ML algorithms

and feature-rich EHR patient information.

Of importance, risk factor discovery or biomarker discovery within EHRs through ML

based methodologies, is highlighted as the primary objective focus of novel contributions

within this thesis. As demonstrated in future chapters, the data mining of feature-rich EHR

information provides substantial potential in automation and identification of current and novel

biomarkers. In regards to current risk factor identification ML applications in use with EHRs

within literature, generalized linear models are the most common algorithms within the liter-

ature whilst regularized regression methodologies generally incorporated feature selection via

stepwise approaches[28]. Recent literature reviews have indicated deep learning (DL) based

feature selection as an underdeveloped possible avenue, warranting further exploration[42],
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especially in the domain of EHR applications[43]. Of the supervised, non-DL methodologies

employed recently, most feature selection methods can be categorised into filter and wrapper

methods each with respective advantages and disadvantages[42, 44] whilst embedded methods

are comparatively less popular[42]. Of the existing embedded feature selection methods, al-

gorithms such as support vector machine with recursive feature elimination (SVM-RFE) and

neural network (NN) pruning are most commonly utilized[44].

2.3.4 Multi-morbidity & Adverse Event Reporting

With continuing advancements in healthcare and subsequent life expectancy, the proportion of

elderly population continues to increase globally[45]. Of significance, age represents a sig-

nificant risk factor of increasing multi-morbidity and polypharmacy—resulting in an increas-

ingly elderly population with multiple chronic health disorders and thus the usage of multiple

medications for treatment respectively. The consequence of both aspects, resulting in signifi-

cant concerns of lower quality of life and worse health outcomes[46]; exponential expenditure

on healthcare costs as multi-morbidity increases[47]; and unanticipated adverse side effects

through multi-disease and multi-drug interaction[48]. Such concerns have lead to calls towards

improving chronic disease management, disease interaction knowledge, and combined multi-

morbidity treatment plans[49]. Significantly, development of computerised decision support

systems to aid in personalising treatment guidelines to the individual multi-morbidity case; of

which EHRs and ML play a significant role.

There exists several significant developments in regard to multi-morbidity and polyphar-

macy in relation to EHR systems. Advantages of global connectivity and collection of health

information result in national open-access, self-report initiatives such as the UK Yellow Card

Scheme (YCS)[50] and the US FDA Adverse Event Reporting System (FAERS)[51] pharma-

covigilance systems to name a few. Initiatives such as YCS and FAERS provide potential for

analysis application such as causality assessment[52] or adverse event prediction[53].

As shown, there exists numerous opportunistic avenues of research direction available.

Within said potential avenues, the domain of research of this thesis emphasises patient outcome

prediction in conjunction with biomarker discovery. As mentioned, EHRs remain a relatively

untapped resource of significant information potential. Such information potential is however

hampered by non-trivial challenges limiting traditional, statistical analysis techniques. An

overview of said challenges will be examined in detail following on.
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2.4 Challenges

EHR based data-mining presents significant opportunity and potential in improving individu-

alised patient healthcare as previously mentioned. Said application of EHRs however, pose a

variety of non-trivial challenges both unique and inherent to individualised human health in-

formation in the form of EHR data and due to being such big-data applications respectively.

Said challenges will be briefly explored within this section.

2.4.1 “Big Data”

Inherently, “big data” aspects of EHR data results in similar issues prevalent within other re-

lated data applications—namely: high dimensionality, sparsity, noise, and complex non-linear

relationships and dependencies between data features. Further challenges of being time-series

based long-term longitudinal data compound said big data difficulties significantly. Such chal-

lenges, whilst common to ML applications within other applied fields, present non-trivial diffi-

culties which require to be addressed through methodological solutions or domain knowledge

incorporation. For instance, prior studies have surprisingly been highly limited in predictor uti-

lization in comparison to the high-dimensional potential of EHRs. Recent systematic reviews

of the literature highlight the median count on variable use at close to only 30 variables[28,

32]. A stark contrast to examples such as the common ICD system, codifying and hierar-

chically classifying 14,000 possible unique medical terms[54]. The adoption of longitudinal

information, a major strength of EHR data, is also severely under-utilized within recent lit-

erature[28]; instead relying on consolidated patient information and traditional non-temporal

statistical analysis[22, 28, 43].

2.4.2 Data Privacy

The implementation of EHRs present significant and complex patient privacy concerns in re-

search[21, 28]. Continued progress in open access availability through information governance

policies such as patient de-identification, has opened avenues in EHRs based research[55,

32]. Digital initiatives exist which bring EHRs towards enabling research-based, online, open-

access to real-world patient records whilst maintaining ethical patient privacy and national data

protection laws; examples of such being Secure Anonymised Information Linkage (SAIL)[56]

or Medical Information Mart for Intensive Care dataset (MIMIC)[57] to name a few with rele-

vance towards this thesis.
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2.4.3 Data Linkage

Data fragmentation is a prevalent challenge within EHR systems due to division, at all levels,

of the many components of healthcare into disparate specialist care providers, departments,

hospitals, and national systems; each only having access to fragmented and duplicated partial

information. Such continuously expanding, large and expansive (potentially) national data

systems requires automated, near-perfect data integration solutions to ensure reliability for

research applications; a highly complex and non-trivial task which falls under the field of data

linkage[19, 20]. The implications of imperfect data linkage is discontinuity in EHR data either

from partial missing data due to a lost linkage or incorrect data from wrongly linked patient

records. Both of which produce potentially significant cohort bias and noise layered on top of

already non-trivial naturally occurring data challenges highlighted within this section.

2.4.4 Observational Analysis

EHR data mining is a purely retrospective, observational analysis of historical patient records;

consequently, EHRs suffer from similar drawbacks of non-controlled experimental environ-

ments available to clinical controlled trials. Aspects such as follow-up appointment and data-

collection frequency become inconsistent patient-to-patient, resulting in highly irregular time-

series data. Compounded with already considerable data sparsity and potentially considerable

periods of time between relevant information entries leads to significant difficulty. Adversely,

collection frequency varies highly depending on information; patient information such as vi-

tal signs are routinely collected as opposed to events such as laboratory tests required only as

relevant to patient diagnosis and treatment plans. The analysis of regular time-series data is a

consistently well studied research application in ML, however application of such techniques

to EHR irregular time-series data is highly challenging[22].

Further related challenges in observational EHR analysis involve effective cohort selection.

Studies performed using EHRs often have population biases[58] due to lack of control over

cohort characteristics and unknown confounding variables. Such aspects can be moderately

controlled through careful selection of control and positive case cohorts to ensure balanced

cohort demographics and characteristics. Adversely, studied conditions and diseases can be

presented with significantly low prevalence rates throughout an observed population; the result

of which is highly skewed cohort size proportions towards the larger control class. Class im-

balance is further exacerbated by the aforementioned culling of unsuitable patients to ensure

unbiased cohorts. Significant reductions in cohort sizes to small subsets runs in contrary to
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the big data challenges of high dimensionality and sparsity requiring substantial cohort sam-

ple sizes to ensure ML modelling challenges such as over-fitting do not occur. Such opposing

aspects produce a delicate balance requiring non-trivial and novel approaches to ensure accept-

able performance and validation.

2.4.5 Missing & Incorrect Data

Missing or incorrect data with EHR patient records is a consistent issue with subsequent con-

sequences of population biases and confounding effects. In elaboration—omitted data, such as

critical relevant diagnosis events, produce patient samples of potentially directly wrong classi-

fication or indirectly produce large variation within features due to missing critical predictors

in samples; incorrect data produces similar issues. Missing and incorrect data is symptom to a

variety of data management and entry or physical real-world issues which leads to significant

compounding difficulties on top of natural population bias and confounding effects.

Aforementioned data handling issues include omitted or modified medical events due to

medical or financial reimbursement policies arising case-by-case within billing records. Con-

sequently, EHRs originating from billing record systems do not necessarily represent a true

picture of an individuals medical record. Additional data handling issues include revisions to

code definitions, the addition or significant modification of event codes or categories, obfuscat-

ing historical events without researcher consideration for a defined mapping between previous

and current versions. Recent examples include a new revision to the commonly used ICD cod-

ing system from version 10 to 11 with the addition of traditional medicine, sexual health, and

new addiction events included[59]. Incorrect data entry mistakes remain a continuous issue

across all fields including medical informatics which involve database systems.

Real-world complications focus on more human aspects which result in incorrect data and

missingness. Of note, coinciding challenges also inherent to the clinical trial and treatment

plans is patient compliance and retention. The latter being issues such as loss to follow-up, pa-

tients missing dictated follow-up appointments or a lack thereof post-conclusion of a treatment

plan; the consequence of a highly positive patient outcome without lasting issues. As such,

there exists biases towards negative patient outcomes due to those being primarily recorded

within EHRs whilst positive outcomes are largely missing but assumed. Loss to follow-up is

also an issue caused by potential data linkage complications. An unobservable source of miss-

ing data is patient compliance with dictated prescriptions, lifestyle changes, and other such in-

terventions; an age-old healthcare challenge[60]. For example, medication prescriptions make
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up a significant proportion of EHR data for the individual patient but have no guarantee to

prove patients actually take the medication. Interventions requiring greater patient commit-

ments such as lifestyle changes result in lower compliance rates[61].
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3. Machine Learning

3.1 Introduction

The capability of machine learning (ML) has continued to expand significantly over recent

decades following the expansion of micro-processing power and electronic storage density.

ML—inductive generalisation of data, producing automated predictive modelling and discov-

ery applications—presents an ideal solution for the automated processing of data into action-

able information. ML methodologies have expanded into all facets of data analysis applications

from high-speed, automated stock trading applications within the financial system[62, 63]; to

computer vision methodologies identifying brain degradation in magnetic resonance imaging

(MRI) scans attributed to dementia[64].

Traditional ML methodologies are commonly reliant on significant data pre-processing

to ensure accurate modelling. For instance: high data variance and bias[65], feature multi-

collinearity[66], high dimensionality and sparsity[5], and non-linearity are examples of data

properties which highly influence ML capability, requiring pre-processing or a-priori consid-

eration.

The ubiquity of large-scale personal information records on all facets of life, a conse-

quence of the popularity of the internet and internet of things (IoT) systems[67], presents

a significant challenge to condense such large-scale “big-data” into comprehensible and ac-

tionable information to create value[68]. Electronic health record (EHR) represents one such

domain within big-data requiring non-trivial solutions to the issue of big-data, amongst other

unique challenges. Of significance, the complex challenges attributed to EHRs (e.g. cohort

bias, confounding variables and multi-collinearity, high dimensionality and sparsity, complex

non-linearity) present significant difficulties to traditional ML modelling techniques. EHR and

it’s challenges are presented in more detail within chapter 2. Consequently, medical informat-

ics applications with EHRs generally fall into traditional large pre-processing pipelines or the

more recent application of deep learning (DL).

This chapter presents an overview into the various ML and DL methodologies currently

in use within the field of EHR based research. Initially, there will be a quick overview of

traditional ML models still in use within current literature followed by an in-depth view of DL

based applications, current state-of-the-art, and its relevance towards this thesis. Finally there

will be a discussion on feature selection processes in conjunction with ML applications.
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3.2 Traditional Modelling Methodologies

3.2.1 Support Vector Machine

Support vector machine (SVM) is a supervised learning model which attempts to generate

separating hyperplanes across groups of observations in accordance with class labels. First

proposed by Cortes et al. [69] in 1995. Unlike linear discriminant analysis (LDA), SVM makes

no assumptions on data distribution, allowing for great flexibility in model generation.

By mapping observations from original feature space into a higher dimensional space

through the use of linear or non-linear kernel functions, observations which were once non-

linearly separable in feature space may be mapped into a higher dimensional space which

supports separation by linear hyperplanes.

The separating hyperplanes within higher dimensional space are defined by

wT
φ(x)+b = 0 (3.1)

where w is the normalised normal vector to the hyperplane, b the normalised perpendicular

distance of the hyperplane to the origin and φ(x) the linear or non-linear mapping function.

The resulting classification function for any new observations is simply comparing the obser-

vation position in relation to constructed hyperplane eq. (3.1). Since there exists an infinite

set of hyperplanes which could potentially separate class boundaries, an optimal separating

hyperplane must be generated based upon the structural risk minimisation principle. As such,

the optimal separating hyperplane is arranged so that there is the greatest separating distance,

or margin, between the borders of class distributions defined as parallel hyperplanes. The su-

perficial observations which lie on the aforementioned parallel hyperplanes are called support

vectors.

The optimal separating hyperplane can be found by maximising said margin distance using

the Lagrangian dual of the optimisation function

arga minLp(a) =
l

∑
i=1

l

∑
j=1

aia jyiy jK(xi,x j) (3.2)

subject to constraints:

l

∑
i=1

aiyi = 0 (3.3)

ai ≥ 0 for i = 1, . . . , l (3.4)
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Figure 3.1: Diagram of SVM separating hyperplane across observations of a binary class {−1,+1}.
The optimal separating hyperplane produces the maximum margin distance between class boundaries
defined as parallel hyperplanes which lie on superficially located observations called support vectors.

where a are optimal Lagrange multipliers found through quadratic optimisation and K(xi,x j)

is the kernel mapping matrix.

3.2.2 Random Forest

Random forests (RFs) are an ensemble learning method involving the generation of multiple

decision trees whose input dataset are a random sample of features with replacement (feature

bagging) and also a random sample of observations with replacement (tree bagging)[70]. Typ-

ically in a classification problem of J features, a subset of ⌊
√

J⌋ features are selected[71] for

each tree. Final classification involves the aggregation, generally vote count, of prediction

result from every tree.

The use of ensemble classification in RF reduces overfitting whilst also allowing for the

evaluation of feature importance after training using the out-of-bag (OOB) error[71]. By per-

muting individual features across a dataset passed into a trained RF for evaluation, the resulting

OOB error can be compared against the original training OOB error to determine feature im-

portance with a greater difference indicating a greater importance for said feature and vice

versa. The OOB error serves as a validation metric without the need for a entirely separate

validation dataset by evaluating prediction accuracy of observations on decision trees who’s

training subset did not contain said observations.

Decision trees involve the generation of a directed acyclic graph in a tree like structure
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containing interior nodes corresponding to individual features containing edges whose condi-

tional response is based on the set of possible values. Leaf nodes would correspond to the final

classification or regression result. Feature selection of interior nodes is evaluated based on var-

ious possible metrics such as the traditional Gini impurity G, dictating probability of incorrect

classification within a sample sub-set split:

G =
C

∑
c=1

p(c)(1− p(c)), (3.5)

where C is the number of classes and p(c), the probability of class c within the chosen sub-

set split. Subsequently, evaluation of split effectiveness is the weighted sum Gini impurity

across both sides of the split, where weighting is determined by proportional sample size within

each sub-set split. Optimization is thus, the maximisation of ∆G between previous subset and

optimised newly split sub-set.

3.2.3 Principal Component Analysis

Principal component analysis (PCA), proposed by Pearson[72], is a methodology used to or-

thogonally transform a set of observations containing potentially correlated features into a set

of linearly uncorrelated features called principal components. Principal components indicate

the vector dictating the direction of greatest variance in a normally distributed dataset, eigen-

vector, whilst the eigenvalue corresponds to the variance along said vector. Subsequent princi-

pal components provide the next greatest variance along the orthogonal vector of all preceding

eigenvectors.

Through the eigen-decomposition of the covariance matrix, A, of a dataset x, given by

A = xT x, A can be decomposed into the matrix of eigenvectors V where Vi,: = (v1, . . . ,vk) and

eigenvalues Λ

A =V ΛV T (3.6)

where Λ= diag(λ1, . . . ,λk). For each eigenvalue λi, a specific eigenvalue equation exists which

can be solved for to determine the set of eigenvectors associated to each eigenvalue. Whilst

solving for such equations are trivial on small datasets, large feature and observation datasets

are solved through the use of various iterative algorithms.

A common use of PCA involves its use as a precursor to dimensionality reduction. Lower

order principal components of low variance or eigenvalue can be removed while higher order

principal components are kept, reducing dimensionality whilst retaining as much variance in
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Figure 3.2: PCA of a gaussian distribution showing the orthogonal eigenvectors. The arrow vectors
shown indicate the first and second principal component eigenvectors. The first eigenvector pointing
top-right lies on the direction of greatest variance as seen within the distribution whilst the second
eigenvector lies orthogonal to the first indicating the direction of second greatest variance.

the dataset as possible. Subsequent observations can thus be transformed into eigenspace using

the eigenvector matrix W , with lower order eigenvectors removed.

3.2.4 Linear Discriminant Analysis

LDA, one of the oldest classifiers still in use, is a supervised dimensionality reduction tech-

nique. Similar to PCA, LDA produces principal components or linear discriminants represent-

ing transformed axis vectors. However, whilst PCA, a non-supervised methodology, attempts

to find eigenvectors which seek to maximise the variance within a distribution, the supervised

LDA seeks to find linear discriminants which maximise the ratio of between-class distance Σ̃B

to within-class class variance Σ̃W

argV maxL(V ) =
|Σ̃B|
|Σ̃W |

=
|V T ΣBV |
|V T ΣWV |

(3.7)

where V is the matrix of eigenvectors. As such, eq. (3.7) can be rearranged into a classic

eigenvalue problem using

S−1
W SBV = ΛV (3.8)

where V is the matrix of eigenvectors and Λ the diagonal matrix of eigenvalues which can thus

be solved through eigen-decomposition to arrive at the linear discriminants.

Similar to PCA, dimensionality reduction can be performed by thresholding out the low-

est ranked linear discriminants. Classification is also possible through a technique similar to

Naive Bayes Gaussian where class probabilities along linear discriminants are calculated with

new observations being classified based on the maximum a posteriori decision rule where the

highest probability class is used as final classification decision.
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3.2.5 Naive Bayes

naive Bayes (NB) is a family of probabilistic classifiers based on Bayes’ theorem. Unlike

other machine learning methods, NB requires no iterative parameter estimation, minimising

computational complexity; whilst also having a linear scaling in parameter count versus feature

count, minimising model complexity. The simplicity of such a model is however reliant on the

assumption of strong independence between all features, a rare occurrence.

Let xi be a feature where xi ∈ x = (x1, . . . ,xn). The naive Bayes’ probability model is

formulated as

p(c|x) = p(c)∏
n
i=1 p(xi|c)

∑k p(c)p(x|c)
(3.9)

where the prior probability of class c is p(c), while p(x|c) is the probability of feature vector x

given class c. The denominator, p(x) is subsequently a scaling factor indicating the probability

of feature vector x across all classes.

Traditional Naive Bayes Gaussian method of calculation is used on continuous valued fea-

tures with the assumption of a normal distribution, whereas binary feature data can be measured

using the Bernoulli naive Bayes model. The simplicity of Naive Bayes remains a primary ad-

vantage of such a classifier approach; whilst ironically, limiting overall effectiveness through

such simplicity.

3.3 Deep Learning

DL based modelling approaches have an extensive history as the state-of-the-art in complex,

big data driven ML applications such as computer vision, natural language processing and

speech recognition[5]. Such popularity is achieved through the capability of automated repre-

sentation learning—the ability to, itself, compose representations of raw data and consequen-

tially model complex associations between features and outcome. The capability of automated

representation learning minimises the need for hand-crafted feature engineering or significant

data pre-processing, instead enabling the model to construct its own generalized feature rep-

resentations from the provided raw data. As model depth increases, increasingly abstracted

representations able to model non-linear and complex feature relationships. Accordingly, there

is no surprise DL approaches are increasingly utilized within the similar big data domain of

EHR based research[28].

The foundational modelling technique behind DL methodologies is the artificial neural

network (NN) composed of fully-connected layers of artificial neuron cells or ‘perceptrons’.
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Before approaching the diverse domain of DL based architectures originating from the NN,

we will review the fundamentals of the NN. With said foundational knowledge, we highlight

the principles and current application of DL architectures followed by a closer look at the

specialised domain of time-series based DL architectures.

3.3.1 Fundamentals: The Neural Network

NNs are a diverse and robust ML application able to model a variety of input-output mappings

through the use of various network architectures. NNs have been argued to be able to equate

to any optimal statistical classifier[73]. As such, NNs have shown great promise and continued

use in various disciplines and domains[74, 75, 76, 77, 78, 79].

Nevertheless the capabilities of NNs come with the price of model complexity, with model

parameters exponentially increasing with feature count and capacity. As a result, overly com-

plex NNs suffer from long training times and issues with overfitting without a large enough

dataset to match network capacity or the adoption of regularisation techniques[80]. Such high

model complexity also suffers from the inability to validate trained models past that of empir-

ical evidence from testing as opposed to theoretical validation. The black box nature of NNs

limits the capability of understanding how a set of features and parameters are able to model a

complex problem, only that it is able to.

NNs consist of sets of interconnected nodes arranged in layers called multilayer perceptron

(MLP). Each MLP maps multiple input signals al−1
j through an activation function

al
k = σ(wl

jkal−1
j +bl

k) (3.10)

to form a singular output al
k. Each input signal is modulated through a weighting wl

jk and

bias bl
k before being aggregated into an activation function σ . Various σ functions exist with

various properties and uses, the logistic sigmoid function being one of the most common.

Learning within a NN is based on the adjustment of weight and bias parameters in a feed-

forward and back-propagation process. The forward pass consists of passing observations

through a network consisting of a randomly initialised set of weights to generate an initial

prediction. Through the use of a cost function, such as the mean squared error

C =
1

2n

n

∑
i
(yi − ŷi)

2 (3.11)

where n is the number of training observations, y the ground truth and ŷ the model output, a

loss can be formed on the distance error of prediction from ground truth. By minimising the
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cost and subsequent model parameters, a NN can be pushed towards modelling the problem

space and subsequent classification. Many algorithms exist which enable cost minimisation.

An example of one being the stochastic gradient descent algorithm providing the capability to

back-propagate changes in cost back through the NN updating weights and bias.

Stochastic gradient descent involves iteratively stepping down a hyperplane formed by the

cost function and model parameters towards zero error or, more generally, a local minima

which closely approximates the correct output. The direction of descent is determined through

the solving of the pre-defined partial derivatives of the cost function. The model error eq. (3.12)

and subsequent layer errors eq. (3.13) can be determined by:

δ
L =

∂L
∂ ŷ

⊙ ŷ (3.12)

δ
l = (W l+1)T

δ
l+1 ⊙ a⃗l (3.13)

where ∂L
∂ ŷ is the cost function partial derivative, a⃗l is the activation vector of layer l and W l+1

is the weight matrix of layer l. The direction of travel for layer parameters weight and bias can

thus be calculated by

∂L
∂bl

k
= δ

l
k (3.14)

∂L
∂wl

jk
= al−1

k δ
l
j (3.15)

where bl
k is the bias parameter for MLP k in layer l, al−1

k is the activation signal for MLP k in

layer l and wl
jk the weight parameter for MLP k in layer l to MLP j in layer l −1.

Finally parameters are updated by iteratively stepping towards a minima based on eq. (3.12)

& eq. (3.13) through the following equations

wl
jk → w′l

jk = wl
jk −

η

n

n

∑
i

∂Li

∂wl
jk

(3.16)

bl
k → b′lk = bl

k −
η

n

n

∑
i

∂Li

∂bl
k

(3.17)

where η is the learning rate indicating the length of stride for each iteration, n the number of

observations, bl
k the bias parameter for MLP k in layer l, wl

jk the weight parameter for MLP k

in layer l to MLP j in layer l −1 and b′ and w′ the future bias and weight parameter.

3.3.2 The Deep Neural Network and Beyond

The application of a traditional shallow NN itself is not considered DL; rather, DL represents

a family of high capacity, multi-layer methodologies directing composition of feature repre-
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Figure 3.3: Diagram of a NN and multilayer perceptron with input, hidden and output layer. Input is
passed through the network as a forward pass for error calculation before being backpropagated through
the network to update weights and bias.

sentations towards modelling specific spatial domains. The simplest and most generalisable

of DL methods being the deep neural network (DNN), simply consisting of multiple layers

of fully-connected perceptrons enabling unrestrained composition of feature representations.

Such generalisability is of great advantage, theoretically able to compose almost any optimal

feature representation given the raw data. However, standard DNNs suffer from having such

a large un-regularized optimization space containing many significant regions of local min-

ima far-removed from the ideal global optimization minimum. Subsequently, effective model

optimization purely through raw data and traditional training methodologies aimed correctly

towards the global minima is a difficult prospect without leveraging a-priori knowledge into

engineering limits or regularization into the optimization space to encourage correct optimiza-

tion direction.

Within the state-of-the-art research field of engineering novel DL modelling method-

ologies, the application of a-priori knowledge to limit and regularize optimization spaces

have spawned many DL architectures and techniques ideal for representing specialised spa-

tial domains. Examples of such DL architectures include the convolutional neural network

(CNN)[81], able to produce feature embeddings emphasising spatial location information of

data points common within data domains utilizing euclidean space such as computer vision ap-

plications. Longitudinal information, involving data progression over time, is commonly mod-

elled using recurrent type DL architectures such as the recurrent neural network (RNN)[82] and

long short-term memory (LSTM)[83]; such models, able to ‘remember’ feature representations

across time samples, enable past longitudinal information to be carried across a time-series to

inform later model decisions. Irregular data domains involving non-euclidean space, such as

transportation or communication networks, implement graph neural network (GNN)[84] type
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architectures which generalize said spatial a-priori information into the graph domain via ‘spa-

tial’ or ‘spectral’ transformation approaches.

Of interest, success within the aforementioned architectures are not strictly limited to spec-

ified domains or each applied exclusively within a DL model architecture. For instance, the

CNN has shown considerable success within longitudinal domains[85] where the time-series

component is considered an extra euclidean dimension whilst time-series based computer vi-

sion applications (such as video recordings) highlights the capability of a combined CNN and

RNN architecture[86]. Non-standard applications of such architectures are also highlighted

within this thesis in chapter 7 through the novel application of CNNs as a feature ranking

mechanism.

Proceeding on, we highlight the foundational principles of several of the aforementioned

DL architectures with relevance towards this thesis.

3.3.3 Autoencoders

Autoencoders are a form of deep NN with a distinctive architecture. Specifically, autoencoders

have a generally mirrored architecture with input and corresponding hidden layers (called the

encoding layers), reflecting output and corresponding hidden layers (called the decoding lay-

ers). Training objective is thus to output observations as close to what was input into the model.

In order to stop encoding and decoding layers being trained into an identity mapping, layer ca-

pacity can be reduced to less than that of the input layer or through the use of regularisation

techniques. Consequently, models are forced into learning a smaller and deeper representation

of the data contained within the encoding layers. The encoding layers can thus be used as a

feature encoder within a larger ML application much like PCA or LDA feature encoding.

3.3.4 Convolutional Neural Networks

CNNs are able to perceive spatial relationships between neighbouring features, such as images,

unlike regular ML models in which flattened spatial data features lose all association with

neighbouring features[6]. CNNs include the addition of convolution layers and pooling layers.

Convolution layers consist of convolutional filters which sweep through an input, applying

a convolution operation to generate a feature vector. These convolution filters support update

through back-propagation allowing for a number of features to be jointly represented by a small

set of parameters reducing the size of what would be a large number of parameters in a regular

NN. Said filters also represent neighbouring relationships by only convolving features within
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its receptive field. Due to sweeping convolutional filters generating potentially increasingly

larger model parameters, pooling layers combine outputs of multiple clusters into a single out-

put through various strategies. Some of which include max pooling or mean pooling, outputing

the max or mean value of all inputs respectively.

Combinations of convolution and pooling layers can be stacked to generate a deep struc-

ture. A prediction component is attached to perform final prediction based upon the learned

encoded features of the above convolution and pooling layers.

3.4 Time-Series based Deep Learning

As previously mentioned, a primary objective of this thesis is DL based modelling approaches

on time-series EHRs. As such, particular emphasis is placed on time-series based DL archi-

tectures. Consequently, we proceed to present an in-depth view of time-series based DL and

highlight the challenges and solutions towards exploiting the unique data relationships within

longitudinal data.

Longitudinal or time-series data consists of sequential snapshots of continually evolving

measurements across time. Consequently, time-series data pertains a natural temporal order-

ing or, in other words, a dependent relationship between observations across a time period.

The unique property of a temporal relationship between individual samples is lost within non-

recurrent DL architectures with the assumption of independence between samples with no

natural ordering of observations.

Time-series data can be worked around within strictly non-temporal DL architectures

through data aggregation using pooling functions across the entire temporal dimension such

as mean, max or min; or convolutional sliding window functions producing partially aggre-

gated independent samples such as moving averages; however, such methodologies result in

unrestrained loss of potentially significant temporal information. Alternative solutions include

concatenation of entire series of samples with a reliance on temporal relationships being dis-

covered during model optimization and composition via feature representation; there is how-

ever, no guarantee of such a temporal feature representation being composed naturally.

Of interest, previous mention of CNNs as an alternative successful architecture through

representing the temporal dimension as a spatial dimension produces significant results in pre-

vious literature[85]. The clear association between correlation within nearby temporal samples

and the relationship between nearby spatial points assumed by the CNN affirms said effective-

ness within time-series data. This being the result of the adaptability of CNNs in localised

34



3.4. Time-Series based Deep Learning

filtering across any dimension; be it the traditional spatial dimension or in this case: temporal.

However, there remains drawbacks such as the limited receptive field of CNN kernels akin

to having limited memory of previous temporal samples unlike with recurrent architectures

such as the LSTM; whilst the natural property of greater temporal correlation between recent

samples as opposed to distant is lost within the CNN, with no such feature representation as-

sumption without human intervention and the use of handcrafted convolution kernels.

Proceeding on, will be a discussion of the two major foundational architectures used within

the novel works of this thesis: the RNN and the LSTM. With which, the longitudinal property

of EHR data can be exploited for improved patient outcome prediction.

3.4.1 Recurrent Neural Networks

RNNs are an adaptation of the MLP allowing for an internal memory state to be retained be-

tween observations. Consequently, RNNs are applicable to tasks involving time-series based

data by “memorising” states from a previous time-step for use in a future prediction. RNNs

include the addition of a weighted time-delayed recurrent connection which feeds a MLP out-

put back into the MLP as an additional input. Said time-delayed recurrent connection enables

a weighted output state to be stored and later included as a feature in future time-steps. Due to

issues of vanishing and exploding gradients within the original implementation of RNNs lim-

iting the availability of long term state memory, the LSTM unit was proposed using separate

input, forget, update, and output gates to form a single node.

3.4.2 Long Short-Term Memory

LSTMs are a further adaption of the RNN concept. The use of weighted recurrent time-shifted

connections, called the cell state, Ct , allows for the maintaining of memory of previous timestep

samples. Through which, previous timestep data embeddings can be considered within the

modelling and prediction of the current timestep. Figure 3.4 provides a diagram of individual

components within an LSTM cell which will be briefly touched upon.

The update procedure of the past cell state, Ct−1, is controlled by the update gate which is

formed of both the forget and input gate, ftCt−1 and itC′
t respectively, by:

Ct = ftCt−1 + itC′
t (3.18)

Removal of embedding components within the cell state is dictated by the forget gate, com-

prised of parameters and σ activation function, forming a filter function learned through the
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Figure 3.4: A diagram of a singular LSTM cell. As seen, the LSTM is comprised of multiple activation,
weight pairs to form the four components intrinsic to the LSTM. Input data is passed into the LSTM to
the input gate controlling data transformation into an embedded state for the update and forget gate to
modify memory cell state. The output gate takes in said modified cell state in addition to the input data
to produce the final activation output of the LSTM cell.

aforementioned LSTM input vector. Said bounded forget filter, ft ∈ {0 ≤ R ≤ 1}, is passed

back to the update function eq. (3.18). The input gate is a combination of both input encoding,

C′
t and selective filtering, it of the LSTM input to determine relevant encoding components to

be incorporated to produce the new cell state. The activation output value, determined by the

output gate, incorporates all previous components: the updated cell state, incoming input and

activation from previous timestep to produce the final output of the LSTM, ht .

ht = Ot · tanh(Ct) (3.19)

Ot = σ(Wo · [ht−1,Xt ]+bo) (3.20)

Let w and b, be learned parameters unique to each LSTM component. Node input consists of

xt the input vector from the previous layer, concatenated with the activation output of said cell

from the previous timestep, ht−1. As shown, output is simply a learned filter function of the

LSTM cell state, bounded by the tanh function. Accordingly, the number of learned parame-

ters, w and b, increase significantly as compared to traditional NNs. Such increases however,

are outweighed by proven significant improvements towards time-series based modelling ap-

plications.

3.5 Feature Selection

Within big data applications such as EHRs, the low prevalence of a small subset of relevant

conditions within a large population cohort results in data that is high in both sparsity and

dimensionality. Whilst DL architectures encourage and rely on large, high dimensional raw

data to autonomously produce effective feature representations; the practical application of
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such models within the domain of healthcare is infeasible. The manual entry of a complete,

detailed, patient history, often unrelated to the current health issue, in order to produce a reliable

model prediction is impractical. Additionally, the opaque “black box” nature of standard DL

architectures produces model diagnoses without an underlying understanding or justification to

a given model output; undesirable within the high-risk, high-repercussion field of healthcare.

Consequently, applied patient diagnosis emphasises simplified decision flows using small sub-

sets of significant biomarkers.

With said concept of simplification in mind, we look towards emphasising embedded fea-

ture selection applications within standard DL architectures. Through which, we seek to lever-

age automated feature representation composition to highlight significant predictive features

of a specified patient outcome; discovery of biomarkers. The application of DL based feature

selection enables complex non-linear associations to be discovered not previously available

within traditional statistical selection methodologies. As such, we highlight the current over-

all state of feature selection methodologies as a foundation for future novel feature selection

works within this thesis.

Feature selection operates under the assumption of feature redundancy or irrelevance within

a large dataset; enabling the removal of said features without significant detriment to overall

data informativeness: dimensionality reduction.

Of note, feature selection maintains feature independence between the mapping of old to

new reduced datasets. As such, feature selection methodologies are distinct to the similar

dimensionality reduction approach of feature extraction, producing transformed feature vec-

tors dependent on the complete set of previous features. Consequently, the removal or selec-

tion of transformed features results in partial information loss within the original and thus a

non-invertible function. Of importance, the subsequent mapping of importance metrics dur-

ing analysis can not propagate back to the original feature set, or in our circumstance, distinct

biomarkers; incompatible with the objective of biomarker discovery. Accordingly, focus will

remain on solely feature selection approaches.

3.5.1 Wrapper & Filter Feature Selection

The field of feature selection can be separated into three distinct fields of filter, wrapper, and

embedded applications dependent on the evaluation metric and sub-set selection algorithm

used. Wrapper and filter type selection methodologies will be discussed below whilst em-

bedded feature selection, a primary objective focus of this thesis will be discussed in detail
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separately.

Wrapper

Wrapper methodologies, analogous to hyper-parameter optimization meta-algorithms within

ML, use model predictive performance as the evaluation metric of choice for feature selection.

A chosen model architecture is repeatedly trained on algorithmically chosen feature sub-sets

of the overall data to produce model performance metrics. Feature sub-sets can be chosen

via random bootstrap sampling, greedy forward selection or backward elimination of features,

etc. dependent on the chosen filter methodology. Importance of said feature sub-set is thus

inferred by the difference in model performance between sub-set trained model and a known

baseline, either a hold-out validation set or against other sub-set trained model performance

metrics. Wrapper methods, through direct optimization of model performance metrics, usu-

ally produce the best performing feature set for the applied ML methodology and modelling

objective; however, results in significant computational complexity by the training of said ML

method multiple times. Of note, an exhaustive search type feature sub-set selection via wrapper

method would theoretically produce the ideal feature set; however, would be computationally

infeasible (NP-hard on dimensionality) within a big-data domain using computationally expen-

sive DL architectures.

Wrapper type feature selection methodologies remain in common use within recent liter-

ature for EHR data mining approaches[87, 88, 89]. As previously highlighted, computational

complexity dictated analysis of only a small pre-mediated sub-set of potential predictors via

wrapper methodologies within the aforementioned studies. Selection of prior sub-set of pre-

dictors in each study were, in fact, performed via less computationally complex filter type

selection methodologies.

Filter

Unlike wrapper and embedded type feature selection methodologies, filter methods are applied

without requirement for a ML predictive model; instead indicating feature importance via tra-

ditional statistical data informativeness metrics as a prior data pre-processing step. Features

are ranked based on relevant statistical informativeness metrics against remaining features or

experimental variable before selection based on a thresholding technique. Consequently, filter

type methodologies are generally the least computationally complex as compared to wrap-

per or embedded methods requiring model optimization and input from performance metrics;
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the most computationally intensive component of a predictive modelling pipeline. As such,

simplistic filter methods sit ideally as fast selection applications within domains containing

significantly large feature sets infeasible for wrapper type methods.

The concept of filter approaches to feature selection have a long history[90]. Filter ap-

proaches focus upon evaluating feature informativeness for feature ranking, of which there

exists a large selection of varying metric properties. Common linear correlation approaches

such as Pearson’s R or Relief[91] enable the evaluation of linear correlation between feature

and class label to estimate feature relevance towards future model prediction, named feature

relevance approaches. Whilst feature redundancy approaches apply mutual information tech-

niques such as Kullback-Leibler (KL) divergence to enable the assessment of feature-feature

linear correlation. Application of both to ensure minimum-redundancy-maximum-relevance as

proposed by Peng et al. [92] is a classical filter feature selection criterion. The aforementioned

methodologies all fall under the category of univariate feature selection, the assumption of

only singular-feature associations to class label as opposed to multi-feature associations. Mul-

tivariate feature selection remains uncommon within a purely filter feature selection approach,

instead being of significant relevance within embedded feature selection applications[90, 93,

44].

3.5.2 Embedded Feature Selection

Embedded feature selection remains a dynamic, continuously evolving field of research within

a large variety of big-data type domains including medical informatics[88]. Embedded type

selection approaches incorporate both feature selection and model optimization as a unified

singular objective within a ML algorithm. In doing so, embedded selection approaches take

advantage of select ML algorithms’ natural internal tendency for feature emphasis and selection

during model optimization. The analysis of optimized model parameters enables propagation

of importance of individual or sub-set of features in model predictive performance.

Embedded applications encompass a large domain of feature selection approaches span-

ning over a long period, being such a generic concept of unified optimization and feature

selection. As such, within this section we lightly discuss a small subset of embedded feature

techniques relevant towards the novel feature selection approaches proposed within this the-

sis. Accordingly, we introduce forward-backward methods, and sparsity term regularization

methods.
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3.5.2.1 Forward-Backward Methods

This subset of embedded feature selection methods behave in a manner similar to that of wrap-

per type approaches in that features are iteratively added or removed in a greedy manner,;

however, as opposed to selection of features to optimize a generic ML algorithm’s perfor-

mance metric, forward-backward methods instead select weighted features in an attempt to

approximate the minimization problem solution.

A variety of common embedded approaches follow said concept through iterative forward

selection, backwards elimination, or a combination of both, defined as nested methods[94].

The classical, diverse, linear methods for regression exemplify forward-backwards embedded

approaches to feature ranking. Forward stepwise linear regression approaches such as the tra-

ditional least squares[95] represent univariate feature selection whilst Gram-Schmidt orthog-

onalization[96] or the more modern least angle regression[97] represents multivariate regres-

sion approaches. Backwards elimination or shrinkage methods for regression include ridge and

lasso approaches emphasising L2 and L1 coefficient normalization respectively[96]. Particu-

lar emphasis is placed on lasso, able to produce zero value coefficients via L1 normalization

constraints, thus enabling continuous subset selection; consequently, lasso is both a backwards

elimination and sparsity term regularization type approach. Sparsity term regularization ap-

proaches are detailed further in section 3.5.2.2.

Outside of linear regression approaches, decision tree type approaches such as CART[98],

ID3[99], and C4.5[100] apply forward stepwise selection of features through recursively sepa-

rating data based off an ideal feature at each node. Said ideal feature is dictated by importance

measured by mutual information between features, i and output, y; where H represents entropy

measurement:

MI(xi,y) = H(y)−H(y|xi). (3.21)

Of interest, the RF prediction model (an extension of the decision tree approach) represents

a non-forward-backward approach to feature ranking through the application of ensemble de-

cision trees trained on bootstrap-aggregated (bagging) feature sub-sets with ranking metric

derived by out-of-bag evaluation. Feature subsets are selected by random sample with replace-

ment per ensemble decision tree as opposed to the greedy step-wise feature selection concept

of forward-backwards methods.

Later approaches such as the popular recursive-feature-elimination SVM (RFE-SVM) pro-

posed in 2003 by Guyon et al. [101] apply greedy backward selection embedded within the

SVM classifier. RFE-SVM iteratively removes dimensions which decreases the separation hy-
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perplane margins the least until σ0 features remain where margin distance is dictated by |wi|,
the magnitude of model weight parameter w of feature i within the linear SVM case. Non-linear

SVM feature selection is dictated by similar weight vector parameter α via:

W 2(a) = ∑αkαlykylk(xk,xl) (3.22)

where the support vector margin is inversely proportional to W 2(a) which equals ||w||2, thus

the feature with smallest W 2(a) change is selected for elimination.

3.5.2.2 Sparsity Term Regularization Methods

Within the case of linear models, feature selection can be approached by the regularization of

model parameters to produce sparse feature representations; as opposed to greedy stepwise ap-

proaches, in which feature importance indicator metrics directly dictate the addition or removal

of feature subsets. Said regularization is generally the addition of a sparsity penalization term

to the model objective function.

Consider the traditional optimization approach of a linear model, f (xk) = wxk +b attempt-

ing classification of a binary target, yk = {−1,1}. Optimization is approached as the minimiza-

tion of the objective function:

argmin
w,b

1
N

N

∑
k=1

L(wxk +b,yk)+λΩ(w), (3.23)

composed of L( f (xk),yk) as the loss of the linear model prediction on training sample xk com-

pared to ground truth yk; defined by various functions such as hinge, logistic or sum-of-squares.

Being a quadratic programming problem, optimization of an ideal solution f (x) based off pre-

diction loss determined by empirical learning from a finite dataset is an under-determined prob-

lem space with a large region of possible solutions containing unclear local minima solutions.

Regularization terms, Ω∈R+, seek to restrict said solution space across a variety of favourable

notions; common ideals such as smoothness or bounds of normalized vector space—otherwise,

within a Bayesian viewpoint, imposing certain distributions based on prior knowledge. Said

restriction is balanced by the λ coefficient, dictating emphasis between model prediction error

and sparsity penalization.

In our case, sparsity regularization is imposed to restrict solution space to ideally minimize

non-zero elements within weight parameter w. The zeroing of elements enables the effective

elimination of features within the model function. Minimization of non-zero elements can be

alternatively expressed as: argminw ||w||0, minimizing the L0 norm of w. Being non-convex,
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optimization via quadratic programming of the l0 norm is difficult[71]. Of interest, the solution

to the L0 regularized learning problem within a linear model is instead, equivalent to a wrapper

based feature selection approach[102]. Instead, sparsity regularization or optimization of the

L0 norm is solved via approximation by the L1 norm:

Ω(w) = ∑ |wi|. (3.24)

Element sparsity is encouraged based on the region of constraint produced through the L1

norm. In reference to fig. 3.5, representing a theoretical parameter space, w, of two features,

x1 and x2, under a regularized optimization problem; shown is the ideal unregularized model

solution ŵ and constraint regions, coloured blue, dictated by the L1 and L2 norm. The constraint

regions for L1 and L2 are the diamond, ∑ |wi| ≤ λ , and circle, ∑ ||wi||2 ≤ λ , respectively where

λ represents the balance region between regularization and model loss, shown as red contours

receding from ideal ŵ. An ideal regularized solution is subsequently the intersect point between

contour and regularization constraint region. As seen, L1 norm constraint regions produce

protruding corners; if the ideal solution occures at said corners, parameters w1 or w2 are equal

to zero thus removing the corresponding feature. Such corners enable greater likelihood of

intersect between the two loss regions unlike that of L2, having equal probability of intersect

at any w1 and w2, being a disk. With parameter spaces of greater than two dimensions, the

diamond becomes a rhomboid, providing more protrusions at locations wi = 0 allowing for

greater likelihood of parameter optimization solutions with zero weights.

Figure 3.5: Estimation picture of a linear model parameter solution space containing two model weights,
w1 and w2. Also shown is the ideal model solution for an unregularized model, ŵ. In addition the regu-
larized constraint region Ω(w)≤ λ are shown in blue for the L1 and L2 norm, left and right respectively.
As seen, the ideal balanced intersect between the two loss functions has greater likelihood of parame-
ters equal to zero in the L1 norm as opposed to the L2; enabling sparsity normalisation within a linear
model.[71]
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4. Applied EHR Modelling: An Overview of Clinical Objectives

4.1 Introduction

Electronic health record (EHR) technologies enable unrealised potential for large-scale, lon-

gitudinal analysis of a large selection of medical topics benefiting from retrospective, data-

mining type health informatics applications. To briefly mention section 2.3, there exists a large

selection of available opportunities to apply state-of-the-art machine learning (ML) based fea-

ture selection approaches to benefit individual health-based outcomes. Within this thesis, we

will focus on two clinical aspects which remain a significant contributor to reduced patient

outcomes: sepsis development within a intensive care unit (ICU) critical-care based setting;

and dementia, a chronic and degenerative condition manifesting gradually over the course of

years, prevalent within long-term care settings.

Within an informatics based viewpoint, sepsis and dementia present highly unique data

characteristics within the over-arching field of EHRs. Sepsis—highly prevalent within the fast-

paced field of ICU care—presents as a time-critical, comparatively short-duration, and high-

frequency clinical objective requiring immediate diagnosis and aggressive treatment. Within

the ICU, patient data such as vital signs are recorded at a frequency of potentially seconds

to hours, with a more restricted set of medical events relevant in said ICU setting. Whereas,

dementia exhibits as a highly chronic and gradually degenerative condition, manifesting over

the course of years within the infrequent setting of primary care institutes such as general

practice (GP), hospital outpatients, and the occasional hospital spell (for the treatment of, or for

a co-morbidity as a result of, dementia). Consequently, patient data expands to a highly sparse

and varied set of medical events with inconsistent frequency and long-duration across a large

selection of health-care institutes. The application of such diversely characterised clinical fields

serves to demonstrate and validate our novel ML contributions within this thesis to demonstrate

model robustness and diversity.

We proceed to discuss in detail, highlighting individual motivations, challenges and current

state-of-the-art within the distinct health informatics fields of sepsis and dementia prediction

for the remainder of this chapter.

4.2 Dementia

Through continued modern advancement, life expectancy has steadily increased whilst fertil-

ity has decreased resulting in a continually ageing average population requiring continuously

evolving oversight[45]. One such significant challenge of an ageing population is the diagnosis,
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treatment and continual care of chronic and degenerative cognitive decline, the manifestations

of dementia. The impact on patient care givers, families, and society is substantial[103, 104],

whilst the significant number of cases globally is only predicted to increase steadily[105].

Being a chronic and degenerative condition, dementia has a high prevalence within the

elderly affecting 47.5 million people globally[106]. The most common cause of dementia

being Alzheimer’s Disease (AD) making up 60-80% of cases[107]. Within the UK, dementia

affects 850,000 people with a forecast rate of prevalence of 1 million by 2025 and 2 million by

2051[103]. The resulting cost of dementia in the UK totals £26.3 billion with two thirds being

paid for by dementia patients and families in private social care as of 2018[103].

Initial diagnosis of dementia is highly reliant on relatives or self reports[108], confounded

also by prevalent co-morbidities in the elderly[109]. Current certain diagnosis generally re-

quires a battery of clinical tests, such as cognitive assessments, patient history questionnaires

and neuroimaging; whilst other potential causes must be ruled out for a more conclusive diag-

nosis[110]. A truly definitive diagnosis is only possible through a post-mortem autopsy[111].

Consequential inconsistent or delayed diagnosis occurs late into dementia development[112]

resulting in reduced effective care and potential patient outcomes[105].

EHRs, encompassing extremely long-term patient records serves as an ideal platform for

our particular focus on analysing long-term biomarkers for chronic and degenerative dementia.

Data driven ML techniques have the capabilities of modelling such complex associations, as

proven within other fields[6, 113]. Making the best use of these big health related data, ML

techniques provide a way of delivering high quality personalised healthcare services in real

time. Within current literature, ML has demonstrated promising applications to neuroimag-

ing analysis. Orru et al. [114] surveyed the application of support vector machines (SVMs),

preceding 2011, in identifying imaging biomarkers of neurological and psychiatric diseases.

Mosconi et al. [115] reviewed the existing scientific literatures involving the early detection of

AD using neuroimaging. Mosconi et al. focused on the effectiveness of neuroimaging detec-

tion, possible risk factors and the progression from healthy to general cognitive impairment.

Recent major reviews, such as by Ching et al. [116] provides overviews of ML within biology

and medicine.

Following on, a brief overview of the unique combination of challenges within dementia

care is presented, followed by an in depth explanation and evaluation of common ML method-

ologies used within dementia informatics. We then summarise relevant literature and bring

forward potential unexplored avenues of research.
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4.2.1 Challenges

Dementia presents a unique assortment of varying challenges in regards to diagnosis origi-

nating from dementia being a chronic and degenerative set of conditions. The detection and

diagnosis of the initial stages of dementia or mild cognitive impairment (MCI) continues to be

problematic[108] with a reliance on self reporting or reports by relatives. Compounded with

symptoms being obscured by the regular effects of natural ageing, potential cases of dementia

are generally reported 2 to 3 years after onset[110]. The delayed diagnosis results in contin-

ued unchecked decline which reduces the effectiveness of any care given upon discovery and

diagnosis[117, 118, 119].

The current diagnostic model begins with several screening procedures used to identify

potential dementia patients for further evaluation leading to a definitive diagnosis, the most

common being the Mini Mental State Exam (MMSE) and the Consortium to Establish a Reg-

istry for Alzheimer’s Disease (CERAD) cognitive assessments[73]. However, current cogni-

tive assessments remain problematic with the MMSE being called into question as an effective

screening measure, Tombaugh et al. [120] provides a thorough review of literature evaluating

screening effectiveness with a sensitivity varying from 21-100% and specificity of 46-100%.

Such a combination of factors results in a slow and ineffective system of diagnosis with an

estimated two thirds of dementia cases remaining undetected[121, 122].

As mentioned previously, diagnosis generally involves the use of neuroimaging after

screening to further assess the potential for dementia. The most common method being mag-

netic resonance imaging (MRI) and Positron-emission Tomography (PET). Current evaluation

of scan results requires the use of an expert radiologist or anatomist in order to correctly iden-

tify and perform manual measurements. Such manual tasks often result in excessive time

consumption, variability between different medical professionals and are limited to only cer-

tain brain regions[123]. With current manual MRI evaluation[124] the resulting separation

between normal elderly and probable dementia achieves accuracies ranging from 58-100%.

Kloppel et al. indicates a significant difference in diagnostic ability between general radiolo-

gists and neuroradiologists in evaluation of clinical trial[125] which may clarify the apparent

variation in accuracy. Kloppel also uses the results as an indication of the need for speciali-

sation. All of which, speaks for the need of more straightforward and effective utilization of

neuroimaging data.

Several shortcomings exist with the use of neuroimaging applications; the foremost chal-

lenge being cost[126, 111]. Cheaper and more readily available alternative diagnostic proce-
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dures for dementia may serve to address the problematic issue of scarcity and cost of specialist

neuroimaging services.

Interestingly, social stigma also factors into the challenge of needing a supplementary diag-

nostic procedure for diagnosis. Boustani et al. [107, 127] reports high refusal rates of 51% of

potential Dementia screen patients for further diagnostic assessment after a positive screening

result. Boustani’s findings also suggested that patients believed dementia to be a devastating

condition with no available treatment and would lead to issues such as depression, anxiety,

social stigma, insurance coverage and loss of independence. Changes to diagnostic procedure

which allows for immediate effective diagnosis may alleviate the issues of patient refusal.

The prognosis of dementia is signified with continued degradation of mental ability, in-

creased risk of co-morbidity[109] and increased risk of institutionalisation resulting in a signif-

icantly higher risk of death than non-demented patients[128]. The reduced health of dementia

patients also produces a corresponding significant increase in healthcare costs[109]. The risks

of acute conditions and events resulting in hospitalisation are also affected with an onset of

diagnosis. Hospitalisation by falls remains a significant issue for the elderly[129]. The fall

rate of nursing home residents with dementia nearly doubles compared to residents without in

a study by Van Doorn et al. [130]. Further research is required in effective prognosis and care

post-diagnosis to alleviate the significant increase in co-morbidity risk posed by dementia.

4.2.2 Current State-of-the-Art

There exists a large selection of literature regarding ML based detection of dementia. EHR

based dementia detection presents potential for efficient hands-off automated detection across

a large majority of the population based off critical indicators or medical events indicative of

developing dementia[131, 132].

Within the reviewed literature, a consistent set of ML technologies is applied within the

diverse fields of dementia diagnosis. As shown in Table 4.1, the distribution of underlying

ML methodologies used indicates SVM as the popular methodology in use overall. With such

diverse data domains available for the overall goal of dementia detection, there exists multiple

avenues of analysis to arrive at an effective diagnosis. There further exists commonality in

ML approaches applied in such distinctly unique data domains, highlighting the adaptability

possible with even traditional, basic ML techniques.

The field of ML in dementia diagnosis has been very active over recent years with applica-

tions making use of a variety of patient data and methodologies for diagnosis with the overall
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Table 4.1: Underlying ML methodologies used within the reviewed literature

ML model Total Count Literature

Cognitive Assessment
SVM 3 [73, 133, 134]
NB 3 [73, 135, 134]
LR 3 [135, 136]
DT 2 [134, 135]
NN 2 [73, 134]

LDA 1 [136]
RF 1 [73]

Neuroimaging
SVM 14 [12, 114, 125, 142, 143, 144, 145, 146, 147, 137, 138,

139, 140, 141]
LR 5 [12, 123, 142, 148, 149]

LDA 4 [12, 123, 140, 150]
PCA 2 [138, 148]
NB 1 [12]
DT 1 [12]
NN 1 [12]
RF 1 [142]

CNN 1 [10]
DNN 1 [11]

Speech Assessment
NN 2 [110, 151]
LR 1 [151]
DT 1 [151]
NB 1 [152]

PCA 1 [153]

CNN: Convolutional Neural Network, DNN: Deep Neural Network, DT: Decision Tree, LDA: Linear Discriminant Analysis, LR:
Logistic Regression, NB: Naive Bayes, NN: Neural Network, PCA: Principal Component Analysis, RF: Random Forest, SVM:
Support Vector Machine

goal of discovering novel biomarkers for diagnosis or to improve upon diagnostic ability. Var-

ious papers have proposed the use of more novel patient data such as interview transcripts or

EHR in an attempt to move away from the expensive use of neuroimaging[126, 111]. In re-

gards to methodology, SVMs were the most popular ML model used within reviewed literature.

Various other methodologies such as random forest (RF), linear discriminant analysis (LDA),

Bayesian network (BN), principal component analysis (PCA) and occasionally neural network

(NN) are used in support of or as diagnostic methodologies.

4.2.3 Opportunities & Future Research

Whilst the general field of big data analytics continues to mature, the current state of ML in

dementia diagnosis remains behind current state of the art methodologies. Nonetheless many

studies have proposed applications able to deliver promising dementia biomarkers or propose

diagnostic procedures in collaboration with ML methods able to outperform current procedure.
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Several avenues of research still remain relatively unexplored in addition to advances in fields

of ML opening previously unavailable avenues.

4.2.3.1 Health Data Linkage

Reviews of current literature identify limitations of small validation case amounts, improved

validation measures, and the need for diverse EHRs separate from the prevalent ADNI

database[131, 154].

A major prerequisite for any big data based complex modelling and applications is data

availability. With the majority of research currently relying on small patient groups with obser-

vations in the hundreds to occasional thousands, various organisations have devoted immense

effort into the creation of large-scale datasets appropriate for research. The Alzheimer’s Dis-

ease Neuroimaging Initiative (ADNI) dataset for MRI scans and patient demographics was

mentioned previously along with the CERAD database for neuropsychological assessments.

Several other databases exist, as shown in Table 4.2, for generic EHRs which provide ex-

tremely large, full featured datasets of patient history. Such datasets open a new avenue into

dementia prognosis based on the chronic and degenerative nature of dementia providing con-

tinual data on individuals. Coupled with time-series modelling, EHRs enable the exploration

of dementia prognosis.

Table 4.2: Several large scale EHR and data linkage databases.

Name Region

SAIL[29] Wales, UK
SHIP[155] Scotland, UK
Data Linkage Western Australia[156] Western AUS
ICES[157] Ontario, CAN
MCHP[158] Manitoba, CAN

EHRs however, provide multiple challenges which limit potential applications. The pre-

dominant challenge being the wide-ranging and non-specific patient information recorded in

such datasets. The resulting patient data presented are generally sparse and highly dimen-

sional, compounded by a lack of prior knowledge in what constitutes as relevant data utilised

in specific domains such as dementia diagnosis. The use of sparse, high dimensional EHR data

within health informatics presents two major challenges: human interpretability, requiring the

employment of sparse optimised feature selection, dimensionality reduction or representation

learning for effective biomarker and risk factor identification; and adequate data coverage pro-
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ducing meaningless artefacts and bias termed sparse data bias, potential solutions of which

exist[159].

In regards to EHR encoding, various avenues of research exist which address this chal-

lenge: representation learning technologies remain a constantly evolving field[160] with which

to adapt into the field of EHR health informatics. Alternative methodologies from other ML

fields allow for potential adaptation into EHR encoding such as word representation approaches

within natural language processing (NLP), of which methodologies such as word2vec by

Mikolov et al. remains highly popular[161]. With no single de facto methodology for EHR

encoding, there remains great potential in the proposal of novel tailor-made encoding method-

ologies for EHRs.

Finally, relatively little research has focused on evaluation or diagnosis across simultane-

ously multiple data types. With health data linkage continuing to provide the possibility for

full, structured and detailed records for individual care, the use of detailed assessments such as

MRI, Electroencephalogram (EEG), and cognitive assessments can be coupled with long term

patient histories from EHRs allowing for the creation of fully fledged and thorough diagnos-

tic support systems. While such work has been attempted using statistical methods[107], and

through ML methods[111], little research has continued within such research avenue.

4.2.3.2 Prognosis

Within reviewed literature, the classification of MCI versus dementia patients remains a con-

tinually challenging observation[162] with reported evaluation accuracies indicating a consis-

tent significant drop in comparison to control versus MCI or full dementia classification[163].

The use of neuroimaging, cognitive assessment and discourse analysis have been unable to

classify continued degeneration effectively whilst other approaches such as EHR remain unex-

plored[43].

In retrospect, little research has also gone into actual prediction of MCI and dementia con-

version based on historical patient history. Such research applications would provide great

potential into identification of risk factors and biomarkers indicating rates of cognitive de-

cline. Several clinical studies have attempted equating cognitive decline to cognitive assess-

ment scores statistically[164] however, the use of modern ML techniques may provide novel

indications.

Continued cognitive decline provides a sequential time-line of discrete events indicating

the gradual worsening of dementia symptoms, such time-series based data serves as a per-
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fect example for modelling on time-series based methodologies. As mentioned in section 3.3,

recurrent neural networks (RNNs) allow for short term memory of past events ideal for appli-

cations modelling dementia conversion. Such applications can potentially provide improved

predictions of cognitive decline allowing for personalized tailored medical care or identify fu-

ture at-risk individuals for close monitoring. However, deep learning (DL) technologies such

as RNN remain a concern in human interpretability and validation. Consequently, following

on from the example of at-risk identification, indications to the reasoning behind predicting an

individual as at-risk remain unknown. Such issues, remain an ongoing research challenge.

The degenerative nature of dementia results in an increase in comorbidities[109], institu-

tionalisation[128] and fall rate[130]. Several studies have proven the statistical significance of

dementia as a risk factor to hospitalisation[165, 166, 109, 167]. There remains untapped poten-

tial in prediction of institutionalisation risk and hospitalisation outcomes for dementia patients

using ML applications.

4.3 Sepsis

Despite significant modern advances in antibiotics and acute care management, the develop-

ment of severe sepsis produces significant negative patient outcomes[168]. Sepsis arises from

an overly extreme immune response to infection, causing significant injury to tissues and or-

gans. With both a high prevalence and significant mortality rate[169], severe sepsis remains the

primary cause of death from infections[170] resulting in significant concerns for practitioners

within an ICU setting.

Current diagnostic procedure and treatment strategy places extreme importance in time-

critical early detection and treatment of sepsis symptoms[171]. The current UK treatment

strategy, the Sepsis Six, places emphasis on early intervention with a substantial treatment plan

of IV antibiotics and fluids followed by intense continual monitoring within the first hour of

sepsis suspicion before follow up confirmation of diagnosis by blood work[171, 172].

The pathophysiology of sepsis is still an uncertain prospect with established diagnostic

procedure undergoing significant change over recent years. Historical definitions of general

sepsis in the 1980s[173] evolved to the distinction of severe sepsis and septic shock and the

systematic inflammatory response syndrome (SIRS) definition in 1991[174], later renamed the

sequential organ failure assessment (SOFA) criteria. Current modern-day established criteria

involves a recently developed simplified system of diagnosis called the quick SOFA (qSOFA)

system, in 2016[170]. The qSOFA system greatly simplifies the SOFA, points based multi-
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categorical scoring of vital signs from six individual biological systems, to just a simple 2

out of 3 positive indications of low blood pressure, high respiratory rate or an altered state

of consciousness. QSOFA provides both a quick and simple clinical assessment procedure

whilst maintaining effective discrimination of sepsis with respectable baseline AUROC scores

of 0.72[170].

Within critical ICU based care, continuous monitoring of patients produces and records

significant quantities of high-frequency patient vital data. Such EHRs serve as another ideal

platform for analysis and automated detection of time-critical medical events such as the afore-

mentioned development of sepsis. Current procedures involving manual monitoring through

simplistic rules based diagnostic criteria serves to benefit from the application of automated

detection involving ML based applications.

Following on, a brief overview of the unique challenges faced within sepsis diagnosis and

treatment is presented, followed by a discussion of the current state-of-the-art in sepsis de-

tection within the field of health informatics. Finally, a brief exploration of future avenues

of potential research in addition to identifying several available unexplored opportunities to

further enhance sepsis based patient outcomes.

4.3.1 Challenges

Specifically within UK statistics, prognosis of a septic patient indicates a 35% mortality rate

during ICU stay[168], 47% mortality rate during hospital spell[168] and a 63% rate of hospital

readmission within the 1st year[175]. Such a severe prognosis is additionally met with a high

prevalence rate of 27.1% of adults meeting severe sepsis criteria within the 24 hours of ICU

admission[168]. Such statistics provide a snapshot into the significant severity of severe septic

development within a patient.

Emphasis on the need for time-critical intervention upon suspicion of sepsis is apparent;

with a 5-8% increase in mortality per hour for sepsis and septic shock respectively when left

untreated[171, 176]. Consequently, advanced early detection of sepsis development is neces-

sary to ensure minimal patient mortality and subsequent improved medical outcome.

As mentioned previously, current approaches for septic patient identification revolve

around simplistic clinical rules based upon detection of sequential organ failure such as the

older SIRS system to the more modern qSOFA system. Such applications, able to produce ef-

fective baseline AUROC scores of 0.72[170], raise concerns regarding poor sensitivity within

the qSOFA diagnosis system[177]. Inversely, the SIRS system instead suffers from poor preci-
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sion[178]. The resulting delays in sepsis detection results in inappropriate antibiotic use[178].

Sepsis, being a condition predicated by infection whilst all infections not consistently lead-

ing into sepsis, results in significant challenges in clear definitions and indications of sepsis.

Diagnostic criteria mentioned previously further focuses on detection of organ dysfunction as

opposed to direct diagnosis of sepsis. As such, applications such as qSOFA and SIRS detect

based on organ dysfunction predicated by sepsis predicated by infection, resulting in significant

difficulties for absolute definitions of event start. Such complications manifest within a health

informatics standpoint as highly varied case study approaches to sepsis definitions and indi-

cations within the literature. Case study data heterogeneity remains a significant challenge in

effective literature comparisons of model capability. For instance, a large collection of studies

follow the Sepsis-3 clinical criteria[170] as either:

1. Recorded two point deterioration in qSOFA score.

2. Indications of clinical suspicion as blood culture testing and 72 consecutive hours of IV

antibiotic administration within a certain time period as follows:

a) Prescribing of IV antibiotics followed by blood culture testing within 24 hours.

b) Blood culture testing followed by prescribing of IV antibiotics within 72 hours.

or the earliest indication if both are present. There exists however, alternative clinical criteria

applied by various literature based on the then established medical understanding of sepsis.

Compounding said lack of case study heterogeneity is variations in definitions of sepsis

indication time. With current trends in literature aiming to outperform current diagnostic cri-

teria, there also exists the trend of predictions at an earlier time-frame. As such, indication

time objectives generally shift by upwards of 6 to 24 hours early within various studies. Mod-

elling difficulty between 6 and 24 hours is significant with reported predictive evaluation met-

rics varying greatly[179, 13, 15]. With model performance reducing significantly with earlier

detection time objectives (4 hour difference) by as much as 14% (AUROC)[179], consistent

comparisons between studies is difficult.

Dataset selection presents challenges of case-control onset time matching to ensure pop-

ulation heterogeneity. As with any health informatics based study, case-control population

matching can be applied via similarities in characteristics such as gender and age. Of greater

difficulty within longitudinal studies is defining cut-off times for patient timelines. Positive

populations can have cut-off times pertaining to just after sepsis onset, however there exists no
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clear distinction within control populations. Inclusion of a complete control patient timeline re-

sults in generally clinically stable indications, as opposed to the underlying clinical indications

present in sepsis positive patients, resulting in population bias. Such aspects must be care-

fully controlled with clear definitions of control population cut-off, an aspect lacking within

the reviewed literature.

4.3.2 Current State-of-the-art

A review of current literature on ML based sepsis prediction applications highlights multiple

recent directly related studies over a period of 2016-2019. Focus is placed on ICU based set-

tings, presumably due to the greater ubiquity of high-frequency, detailed recordings of patient

vital measurements in such an environment. Some exceptions exist, including Masino et al.

[180] focusing on neonatal ICU units (<1 year of age) and Le et al. [181] using pediatric pa-

tient records (2-17 years of age). Recent literature has indicated the untapped potential of ML

based screening applications. Various comparative studies show novel ML applications sur-

passing traditional screening approaches such as qSOFA, SIRS, etc. in performance[14, 181,

13]. With adoption of such ML algorithms within controlled real-life ICU settings resulting in

significant improved patient outcomes[182].

Several studies apply direct comparisons of novel applications against the established

SOFA system[13, 14, 15] or the similar SIRS criteria[13, 181, 183, 14, 184, 15]. All the

aforementioned studies present significant performance improvements over SOFA or SIRS,

highlighting the potential for augmenting sepsis detection through ML based monitoring ap-

plications. Significant studies include McCoy et al. [9], who presents an implementation of

such a ML sepsis prediction application within a real-world hospital environment in replace-

ment of the SIRS criteria. McCoy et al. reports a significant decrease in mortality rate by

60.24% in addition to improvements in both patient length of stay and readmission rates post-

implementation.

Within the literature, ML methodologies span a large collection of traditional ML models

which include: Faisal et al. [185] using classical logistic regression models on transformed

features and Horng et al. [186] using SVM on encoded representations of text based records.

Gradient boosted decision trees with various novel feature transformations have also seen use

by Delahanty et al. [13] and Le et al. [181]. Van Wyk et al. [187] presents a comparative study

of various ML methodologies resulting in RF outperforming other methodologies including:

SVM, logistic regression, NN and RNN. The proprietary InSight all-in-one decision support
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platform was highly popular with 5 studies comparing or directly applying InSight into the

decision pipeline. One paper, by Kam et al. [184], involves the use of DL based methodologies.

4.4 Conclusion

EHRs present great potential for large-scale and long-term analysis of a broad variety of med-

ical applications in aid of improved patient outcomes. As highlighted, the positive impact of

EHR analysis extends to highly diverse and unique non-trivial applications as evidenced within

this thesis.

The modelling of extended long-term patient outcomes of a continually degenerative con-

dition such as dementia presents challenging problems such as highly disparate, inconsistent

and incomplete health records. Health outcome objectives such as condition prognosis, risk-

factor identification and institutionalisation risk analysis enables greater focus on preventative

measures and care as opposed to reactionary mitigation of associated negative events within

a degenerative and presently incurable condition. Current research and state-of-the-art in ML

based analysis highlights a picture of diverse modelling approaches across a large variety of

EHR types.

On the opposing side of medical application, sepsis within a clinical environment produces

unique challenges of time-critical early diagnosis of a highly prevalent and severe condition.

Confounded by common multi-morbidities which cause the initial hospitalisation event in ad-

dition to non-simplistic definitive diagnosis procedures, sepsis prediction is a challenging ap-

plication domain. Continuous monitoring and recording of historical septic events raises the

possibility of automated monitoring using improved ML based applications able to outperform

that of current simplistic rules based clinical screening procedures. Current state-of-the-art fo-

cuses upon ICU based EHRs applied upon a small selection of possible recorded features able

to out-perform current clinical approaches such as qSOFA or SIRS.

The contrast of both medical applications provides a diverse domain of potential ap-

proaches and applications in which to advance the state-of-the-art. There exists great potential

for significant improvements in individualised patient care and outcome through the leveraging

of ML based modelling techniques in a relatively young domain of EHR analysis. Following

on, this thesis presents the significant developments and contributions towards the state-of-

the-art in ML based longitudinal EHR analysis in dementia patient outcome modelling and

advanced early detection of sepsis across three major chapters.
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5.1 Introduction

As discussed within chapter 2, with such a vast domain encompassed by the medical and social

services potentially experienced by a patient, big data of such nature will invariably suffer from

the curse of dimensionality, resulting in data domains consisting of upwards of thousands of

dimensions. Consequent data sparsity follows behind as population size is vastly outpaced

by the required sample size needed to maintain statistical significance for the size of feature

space. Healthcare data poses a significant challenge for the traditional statistical approaches

generally applied within health informatics [43]. The use of such data within general predictive

machine learning approaches poses additional challenges on interpretability and application on

a human level. Without a reduction of feature size to a manageable size, the practicality of

such approaches will remain outside of medical application, and firmly within the confines of

academic interest.

To address such challenges, this chapter introduces a novel initial application of an embed-

ded feature selection and prediction methodology for hospital admission of individuals with

dementia on a sparse, high-dimensional dataset of medical events. By performing feature

selection in parallel with classification training, selection of features can be focused on iden-

tifying effective discriminative features relevant primarily to the required task at hand. Being

generic electronic health records of patient history without any direct relationship to dementia

analysis or diagnosis, the reduction of the hundreds of thousands of potentially unrelated med-

ical events to only a handful minimizes the number of redundant variables in need of further

clinical or statistical study in identifying potential risk factors. The collection of electronic

health records via the Secure Anonymised Information Linkage (SAIL) data-bank [56] allows

for the linkage of anonymized patient records across the various healthcare providers such as

general practice (GP), in/out-patient hospital records, population deprivation, etc. This pro-

vides the potential of novel research applications involving the entirety of a patient time-line

from birth to death.

Various studies have gone on to explore common causes of hospitalization within the pop-

ulation of dementia sufferers with a focus on clinical study and survey data with limited popu-

lation scope as discussed in section 4.2. Kalisch et al. [188] identified, through a retrospective

cohort study, a significantly increased risk of hospitalization for demented individuals when

taking two or more anticholinergic medications with an adjusted incident rate ratio of 2.58.

Chan et al. [189] follows a similar line of investigation indicating that 53.4% of cases of hos-

pitalization of the elderly due to adverse drug events were preventable due to non-compliance
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or omission of indicated treatments. Phelan et al. [165] identified causes of hospitalization

such as bacterial pneumonia, congestive heart failure, dehydration, duodenal ulcer and urinary

tract infection as being significantly higher among those with dementia. Naalwala et al. [190]

provides similar conclusions while also including causes such as bronchopneumonia. Bynum

et al. [109] provides a more extensive list of hospitalization causes whilst also identifying the

number of comorbidities as a consistent association with the odds of hospitalization. Toot et

al. [166] establishes factors such as behavioral problems including agitation and wandering, as

well as changes in daily living routine, to have an increased risk of hospitalization for people

with dementia.

While the studies mentioned have provided informative results, the resulting causes of

hospitalization all refer to a root cause in hindsight of the actual hospitalization event. Little

research has been performed on identifying influential risk factors and clinical events from pre-

vious health records in an attempt to predict patient hospitalization. Related fields of research

such as dementia diagnosis decision support systems have seen comparatively greater interest

in the use of big data machine learning (ML) approaches. The resulting methodologies created

from such fields of study provide great opportunity for adaptation into data mining and risk

factor analysis.

Within the overall context of this thesis, the proposed methodology serves as an initial

adaption of multiple, established components with modification to produce a novel embedded

feature selection approach applied within an unexplored domain; namely, electronic health

records (EHRs) for hospitalisation risk modelling.

5.2 Methodology

The proposed method, entropy cascading neural networks (ECNN), consists of a four-stage

pipeline: initial training using entropy weight regularization, snapshot ensemble training &

aggregation, feature importance grouping & ranking, and backward-stepwise feature selection

& validation for risk factor analysis. The proceeding section presents initial data preprocessing

following on with individual pipeline components, examined in detail.

5.2.1 Data Preprocessing

ECNN emphasizes the use of patient records consisting of GP read codes over a time period of

multiple years. More detail of the experimental dataset is presented in section 5.3. All unique
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read codes were one-hot encoded as individual features with each patient sample indicating

total occurrence of read code over the relevant time-period (see section 5.3).

Data preparation involved normalization on a per feature level with values linearly scaled

to a maximum and minimum range of [0,1]. With values being total occurrence within a set

time-frame, missing data is thus a zero count within a certain feature, time-frame data value.

Class labels were set as a binary label indicated by {0,1} as positive and negative instance

respectively across the entire patient timeline. Said binary label indicates the presence of any

hospitalisation event occurrence after initial diagnosis of dementia.

5.2.2 Entropy Weight Regularization

As mentioned previously, dimensionality and sparsity are the main challenges of data analytics

using electronic health records. With data dimensionality potentially numbering in the hun-

dreds of thousands and individual observations having perhaps tens of values, the leveraging

of such data in producing an effective predictive model whilst maintaining comprehensibility

is a hard prospect.

Traditional dimensionality reduction pipelines such as principal component analysis

(PCA), relying on orthogonal transformations of the dataset, suffers on a comprehensibility

standpoint. After said orthogonal transformation into the new embedding space, with axes

not necessarily parallel to the original feature space axes and based off orthogonal vectors of

most variance, each of the resulting orthogonal dimensions or principal components become

fully dependent on every original feature. After the removal of low-variance principal com-

ponents, the traditional methodology for PCA dimensionality reduction, a transformation back

into original feature-space would result in information loss across multiple features due to

the aforementioned dependence. Consequently, the selection of a single principal component

of high-importance would transform into a vector spanning across the entire feature space.

Subsequent selection or ranking of individual read codes for clinical significance would thus

become highly impractical. A final application involving the use of such dimensionality re-

duction methodologies will still require the evaluation of every medical event within a patient

time-line. Another major disadvantage of such methods is the apparent disconnect between

dimensionality reduction and prediction. PCA bases dimensionality reduction on the variance

of a dataset and as such performs reduction without any feedback as to its effectiveness.

The method proposed below seeks to solve both issues. By performing feature selection

during the training of the predictive model, feedback on the performance of the predictive

60



5.2. Methodology

model based upon the reduced features can be fed back into selecting features relevant to the

trained task at hand. In addition, reduction will be performed directly on feature dimensions

and as such, allows for the direct removal of redundant events within a patient time-line.

This paper proposes a novel adaption of the entropy regularization technique, originally

proposed by Zhou et al. for support vector machine (SVM) models eq. (5.1), towards the neu-

ral network (NN) architecture. The measure of information entropy defines the potential infor-

mation content of a data source or the unpredictability of a certain state occurring. As such,

within a probability mass function, P(x), of a binary variable, x, the information entropy of said

variable will approach zero where the probability mass function approaches near certainty of

one or the other action. The information entropy is highest at the midpoint, P(x) = 0.5, where

the probability of either action is exactly equal. Consequently, this property of information

entropy can be leveraged into enforcing weight sparsity within our methodology.

By incorporating entropy regularization based on the bounded weights of the first layer of

the NN within the cost function, weight updates will seek to minimize entropy, thus driving said

first layer weights towards {0,1}. The original cost function seeks to push weights in either

direction towards improving predictive accuracy. With a linear activation function, weights

approaching zero will filter out activation signals whilst weights approaching one will remain

unaltered. Entropy regularization will emphasize the need to push weights towards boundary

extremes. The combination of the aforementioned functions will result in activation signals

of importance being driven towards one whilst redundant signals in the scope of predictive

performance will be pushed towards zero and thus filtered out. The resulting weight matrix

will be of a sparse form consisting of only activation signals which contribute to the model

prediction. The entropy cost function is thus:

L(w) =−λ

JK

∑
jk

w jk log(w jk) (5.1)

where w jk is the weight representing the connected edge between the k-th multilayer percep-

tron (MLP) in layer l and the j-th MLP in layer l −1. The hyper-parameter, λ is a regulariza-

tion coefficient to fine-tune the balance between predictive performance and weight sparsity.

Consequently, weights close to zero will map to θ = 0 while highly positive weights will map

towards θ = 1. The resulting sparse weight matrix of the first layer will act as a filter, removing

inconsequential connections between MLPs within the first and second layer. By evaluating

this matrix, the resulting input features can be categorized into three types shown in ascending

order of importance:
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Disconnected Features whose weighted connections have been driven close to zero are com-

pletely excluded from the remaining model and as such, are non-meaningful features for clas-

sification.

Partially Connected Features where only some weighted connections have been driven

close to zero. Consequently, these features exhibit element-wise sparsity and as such remain

partially used.

Fully Connected Features whose weights exhibit non-sparsity indicates a favorable feature

which remains in use for the remainder of the model.

Redundant features are thus removed by selecting favourable features whose associated

weights are fully or partially connected with large magnitude. Through associating feature

selection based upon parameters within the predictive model during training, feature selec-

tion can be tailored towards selecting features which favor heavily into the overall predictive

performance.

5.2.3 Snapshot Ensembles

The training procedure used involved the use of a modified snapshot ensemble training pro-

cedure proposed by Huang et al. [191] allowing for multiple ensemble NNs to be generated

through training a single model. Ensembles comprise of periodic model snapshots taken during

training. Diversity between each model snapshot is encouraged through specific learning rate

(LR) scheduling between each snapshot. Specifically, a cyclic cosine function [192] repeating

based on set training iterations:

α(t) =
α0

2

(
cos

(
π mod

(
t −1,⌈ T

M ⌉
)

⌈ T
M ⌉

)
+1

)
(5.2)

where the LR, α , is dictated by scaling the original LR, α0, based off the current epoch t’s

position within the shifted sub-cosine function. Each of the M number of cosine functions are

spread equally along to the total epoch count, T .

The resulting LR progression over a cosine cycle resembles a rapidly descending LR from

an initial large value, gradually reducing in gradient to a set iteration and an assumed model

convergence at local minima. At which point, model parameters are saved as a single ensemble

snapshot before a large spike in LR is introduced to repeat the cosine cycle. Said LR spike
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"dislodges" the model from the local minima allowing for descent into a potentially new local

minima and resulting new unique ensemble model.

The resulting unique snapshot sub-models form a large combined final model for use in

the testing stage. Final predictions are formed from the combined average of each predicted

output probability of each snapshot model. The aggregation based on predicted probability

as opposed to a voting style aggregation approach such as in random forest (RF) enables the

weighting of model confidence within the final prediction result. Each snapshot NN within

the overall ECNN architecture consists of a 2 hidden layer architecture containing 50 and 30

perceptrons accordingly. Perceptron counts were chosen using a simplistic grid search hyper-

parameter optimization algorithm to provide best model performance.

The result of which, as indicated by Huang et al. , provides superior model accuracy and

generalizability with similar training durations as compared to traditional momentum based

learning rate schedulers. Such behaviour additionally provides potential to encourage divergent

sparse first layer weights in combination with the aforementioned entropy weight regularization

(See fig. 5.4). The result of which, provides diverse feature combinations for analysis.

5.2.4 Feature Ranking & Selection

Features can be categorized based upon the sparse weight matrix into three categories as de-

tailed in section 5.2.2. An evaluation metric was designed as shown in Equation (5.3) called

Feature Sparsity Importance to provide the capability to rank and identify possible features.

Overall, feature ranking is based off the perceptron weight parameters directly associated to

each feature between the input and first hidden layer of each snapshot using the following

equation:

Rk =
|Wk|−σ2(|Wk|)

max(|Wk|)
(5.3)

where |W |
k is the mean absolute weight on a column by column basis representing the mean

weight associated with feature k. A higher mean absolute weight will generally indicate a

feature of higher importance. In order to account for element-wise sparsity within the weight

matrix, the variance of the absolute weights, σ2(|Wk|), is also taken into account:

σ
2(|Wk|) =

∑
J
j(w jk −wk)

2

J−1
(5.4)

where a high value indicates high element-wise sparsity and vice versa. The maximum mean

absolute weight used within the denominator ensures a non-dimensional value normalised to
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{0,1}. The feature sparsity importance metric will evaluate fully connected features with high

mean and low variance highly, partially connected features with high mean and high variance

lower and finally disconnected features of low mean and low variance to a value near zero

indicating low overall importance to the predictive model. Feature importance values from

each snapshot model were averaged to obtain the final Feature Sparsity Importance value for

use in thresholding.

Feature thresholding can be performed using various schema. Methodologies such as se-

lecting based off a 95% importance cut-off would provide an effective adaptive threshold em-

phasising predictive performance. Such a cut-off would however produce a 107 feature subset,

whilst a significant reduction, would still remain cumbersome in an application standpoint. A

simple top k = 10 cutoff threshold provides a rather naive threshold policy, however coinciden-

tally, as shown in fig. 5.2, a normal distribution fitted across a feature importance histogram

highlights the predominance of low importance features whilst 10 features lie high outside the

three standard deviation range. As such, these features are selected as the subset for further

analysis.

Such feature ranking within the original data space contrasts highly with traditional sta-

tistical modelling techniques such as PCA or linear discriminant analysis (LDA) requiring

orthogonal transformation into an embedding space for dimension ranking. As such, ECNN

enables a direct interpretable ranking of individual medical events as predictive indicators of

future hospitalization.

5.3 Experiment

The dataset population was extracted through the SAIL data-bank which consists of linked and

coded patient records catalogued from various primary and secondary health services provided

by the Welsh NHS, UK. Accordingly, data coverage encompasses the majority of the Welsh

population, a total of 3 million individuals[193].

The Primary Care GP dataset (GP) contains individual medical records obtained from the

various primary care practices around Wales. Every individual contains timestamped records

of various events such as: prescribed medication, lab test results, and diagnoses coded as NHS

read codes. The Patient Episode Database for Wales (PEDW) dataset comprises of attendance

and clinical information for all hospital admissions within Wales. A continuous period of

treatment for an individual can be traced from entry, to diagnosis, to hospital transfer (if any), to
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treatment, to discharge. Information such as date of birth, gender, area of residence, deprivation

score, etc. are provided if available for both datasets.

Table 5.1: Table containing read codes associated with a positive dementia diagnosis.

Read Codes

E00.. E003. Eu001 Eu021 E000. E004.
Eu002 Eu022 E001. E0040 Eu00z Eu023
E0010 E0041 Eu01. Eu024 E0011 E0042
Eu010 F11x2 E0012 E0043 Eu011 F11x5
E0013 E004z Eu012 F11x6 E001z E012.
Eu013 F11x7 E002. E0120 Eu01y F11x8
E0020 E041. Eu01z F11x9 E0021 Eu00.
Eu02. F11xz E002z Eu000 Eu020 Fyu30

Data preparation involved the selection of all patients with a positive diagnosis of dementia

based upon NHS read codes as indicated in Table 5.1[194]. Of note is the hierarchical na-

ture of read codes which allows for a general broad consolidation of dementia diagnosis for

simplification. Such examples include codes such as ‘E00..’ indicating all variations of code

values possible on positions containing the decimal point. In practice however, there is incon-

sistent inclusion of both categorical and sub-categorical read codes within the dataset. As such,

all categorical and sub-categorical read codes for dementia were included to ensure thorough

consideration of all indicated dementia patients.

Figure 5.1: Graph indicating distribution of patient and event counts aggregated by year across the GP
and PEDW datasets used for evaluation. As shown, the majority of patients and events span across a
timeframe between 1982 to 2015. Of note, is the non-linear correlation between patient count and event
count highlighting an increased frequency of recorded events over the years.

The overall dataset consists of the medical history from 1908 to 2017. However, dataset

distribution by year as shown in fig. 5.1, indicates the vast majority of patient events distributed

between 1982 to 2015. As such, patients and corresponding records have been limited to
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the aforementioned time window. The selected population results in a gender split of 34.9%

male and an overall mean age of 91.8 and a 10.5 standard deviation. The generally older

population characteristic of our dataset provides opportunity for analysis into an especially

more vulnerable age range of the general population more prevalent to dementia and resulting

hospitalization or institutionalization. Further statistical population characteristics are shown

in table 5.2.

The resulting dataset consists of 59,298 patients diagnosed with dementia. Patient time-

lines were selected one year before dementia diagnosis up to hospital admission if at all. An

individual patient history, or sample within the input dataset, consists of a frequency table

counting number of times specific medical events occur in a one year lead up to first hos-

pitalization event. With a formatting similar to traditional one-hot encoding, the feature set

comprises of all possible unique medical events which have occurred within the considered

population resulting in 54,649 unique features or event codes. Whilst, the sum total frequency

of all occurring medical events with in the population totals 52.5 million events, with a single

individual medical history only using a small subset of said unique events, a significantly sparse

dataset is produced, effectively highlighting the challenging extent of high dimensionality and

data sparsity inherent within patient medical histories constructed into datasets for ML mod-

elling. Consequently, such dataset properties provide an excellent opportunity for verification

of ECNN.

Table 5.2: Statistical characteristics of sampled population

Category Gender Cond. +ve Cond. -ve Total

Mean Age
Male 85.18±9.44 93.62±10.56 89.04±10.82

Female 88.98±8.51 97.41±9.62 93.27±10.02
Total 87.56±9.05 96.19±10.09 91.80±10.50

Mean Event Male 1256±1127 443±565 885±1000
Count / Female 1318±1220 469±624 886±1053
Person Total 1295±1187 461±605 872±884

Population
Male 11233 9441 20674

Female 18945 19679 38624
Total 30178 29120 59298

Condition positive and negative within the table indicates the sub-set of population with dementia having had a hospitalisation
event after dementia diagnosis (+ve) or no recorded hospitalisation event (-ve).

As mentioned previously, the evaluation criteria for our methodology will be in predicting

whether a dementia patient stays within a GP setting with minor accidents and events (condition

negative) or whether a patient is admitted into a hospital setting due to major accidents or

continued degradation of mental ability (condition positive). This will be indicated through a
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lack of hospital data throughout a patient’s time-line. The resulting patient dataset split consists

of 30,178 patients admitted to hospital and 29,120 patients which remained within a GP setting.

A comparative evaluation between a similar traditional classification model with capability

for feature ranking, RF was performed using the exact same dataset. Feature ranking on RF was

produced through the use of traditional out-of-bag error comparison to perturbed datasets[195].

Additional comparative evaluation was also performed with a baseline methodology through

a subset of 10 random features selected amongst the original overall feature-set via random

number generator. Said random feature selection count of 10 coincides with selected feature

count within the proposed methodology and in RF to enable direct comparison. Random se-

lection of features is applied to highlight a baseline predictive capability of 10 features within

the dataset.

5.4 Results

Experimental evaluation can be categorized into three distinct categories: predictive perfor-

mance using the full dataset (section 5.4.1), analysis of model characteristics to produce a

feature ranking (section 5.4.2), and final evaluation of feature ranking and selection against

baseline methods (section 5.4.3). All experimentation was cross-validated using a 5 fold, tradi-

tional k-fold validation paradigm. In which, three folds are designated as the training set, one

for validation and one for final testing in a cyclic sequence; repeated twice over. The resulting

5× 2 test fold sequences of results are aggregated and presented within the remainder of this

section.

5.4.1 Full Feature Results

The performance of ECNN as a pure classification model was assessed on the full set of fea-

tures in comparison to a traditional classification methodology with combined feature ranking

capability, RF. The intuition of such an assessment, in combination with section 5.4.3, being

the evaluation of the validity of resulting feature rankings from ECNN.

Results are presented in table 5.3 showing aggregated predictive performance across vari-

ous metrics with T-test to distinguish significance between the two methodologies. As shown,

ECNN provides significant improvements (< 0.05 P-value), around 5%, in true negative rate

(TNR) and positive predictive value (PPV) compared to RF whilst maintaining insignificantly

near similar performance in true positive rate (TPR) and negative predictive value (NPV) re-
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Table 5.3: Full feature set classification results.

Metric ECNN RF P-ValueMean±Std. Dev. 95% CI Mean±Std. Dev. 95% CI

True Positive Rate 0.746±0.036 0.719 0.773 0.746±0.005 0.742 0.750 0.986
True Negative Rate 0.762±0.043 0.729 0.794 0.714±0.007 0.709 0.718 0.004
Positive Predictive Value 0.766±0.024 0.748 0.785 0.710±0.005 0.706 0.713 2.27E-06
Negative Predictive Value 0.744±0.019 0.730 0.758 0.750±0.003 0.747 0.752 0.404
Accuracy 0.755±0.005 0.750 0.757 0.729±0.002 0.728 0.731 2.61E-11

Comparative analysis of predictive performance between ECNN and random forest - a traditional classification model with the
capability to perform feature ranking and selection. As shown, ECNN provides statistically significant, superior accuracy whilst
providing superior feature selection (see table 5.7).

sulting in an overall superior model performance in accuracy. A major consideration however,

is the larger variation in predictive performance of ECNN as compared to RF. Such variation

was found during testing to be caused in part from the use of entropy regularization settling

into perhaps a sub-par local minima of sparse weights producing inferior performing model

snapshots affecting overall stability during the final prediction aggregation of the ensemble

models.

The resulting overall performance improvement over RF however, comes with a major

compromise of training complexity and duration as is standard in a comparison of RF to NN

trade-offs. With a significant difference between RF and ECNN of 44 seconds to 2 hours av-

erage training duration respectively, such vast differences highlights the greatest disadvantage

of ECNN and deep NN complexity overall. However, with a significant improvement in both

predictive performance and feature ranking capability, as shown in section 5.4.3, such perfor-

mance may justify the differences in training times.

5.4.2 Feature Selection

Within this section, we will present and analyse the resulting ensemble snapshots using the

aforementioned feature ranking metric presented in section 5.2.4.

As shown in fig. 5.2, entropy regularization was able to successfully separate the major-

ity of layer weights into a sparse filter mapping of values close to zero and one. Figure 5.4

alternatively provides a heatmap representation of the sparse first layer weights of each snap-

shot ensemble model produced. As seen, each ensemble mostly resembles each other with

subtle differences highlighted in fig. 5.4 showing normalized difference of first layer weights

between each pair of ensemble models. As such, snapshot ensembles are shown to success-

fully dislodge settled weights to generate new feature maps. Of note is how weight variance
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Figure 5.2: Histogram of features over mean importance factor across all snapshot ensembles of a
randomly selected cross-validation run. As seen, the majority of features are normally distributed (µ =
0.0777,σ = 0.0265) around a low overall feature sparsity value, indicating the majority of features
introduced to ECNN are of low importance in prediction of hospitalization. Unable to be effectively
shown, due to graph scaling constraints, 10 features lie outside 3 standard deviations of the distribution,
shown in table 5.4.

between ensembles centres around specific features; as opposed to across layer 2 nodes or a

combination of both. Consequently, such behaviour can be interpreted as high feature variance

between ensembles indicating uncertainty of feature importance whilst low variance indicates

a convergence of such features into a stable configuration of importance.

The proposed feature ranking metric was applied to the first layer weights of each ensemble

and aggregated into a single normalized feature importance value for each individual feature.

Figure 5.2 indicates the distribution of features across the feature importance spectrum. As

seen, the majority of features form a normal distribution low on the feature importance metric

with mean, µ = 0.0777, and standard deviation, σ = 0.0265; whilst several features lie high

on feature importance outwith the normal distribution by greater than three standard devia-

tions. Consequently, these 10 outlier features were selected as the subset of important features

used for continued further analysis, in addition to subset predictive performance testing in sec-

tion 5.4.3.

These 10 medical events, summarized in table 5.4, form a varied collection of medical

diagnoses, medication prescriptions and procedural events. Qualitative analysis and literature

review of the identified medical events show effective feature selection from ECNN with ev-

ery event occurrence being either positively associated to an increased hospitalization risk or
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Figure 5.3: Shown, is the log scaled histogram of final model weights of the first layer of a randomly
selected model within cross-validation. As seen, the vast majority of weights have converged to values
close to {0,1} in response to the proposed entropy weight regularization. As mentioned, a compara-
tively small set of weights (an order of magnitude less than successfully separated) show a non-perfect
separation towards either extreme. Further analysis of said weights indicate belonging to specific fea-
tures, contributing to the ultimate variance between each ensemble, as highlighted in fig. 5.4.

present an entirely novel or inconclusive association.

In regards to established direct risk factors identified by ECNN, a literature review is pre-

sented highlighting each positive correlation. As shown, a diagnosis of essential hypertension

or idiopathic hypertension was identified as the highest ranked feature with an average im-

portance factor of 0.481, vastly exceeding the exhibited normal feature distribution mentioned

previously. Of course, such a correlation between hypertension and hospitalization incidence

has already been shown to exist through cohort studies[196, 197]. Previous literature have also

studied several other risk factors identified by ECNN. In regards to the second most highly

ranked event, prescription of Adcal-D3 - calcium and vitamin D supplements, under the as-

sumption of a resulting vitamin D or calcium deficiency in the individual, studies have shown

general increase in hospitalization risk for the elderly from resulting co-morbidities[198] in ad-

dition to direct potential risk[199, 200]. Influvac, a flu vaccine, the third highest ranked event,

regularly prescribed to highly at risk elderly individuals, highlights established risk factors of

influenza on functional decline within the elderly[201]. Additionally, blood glucose lab tests

for potential diabetes and simvastatin, prescribed for high blood cholesterol are further es-

tablished risk factors for general hospitalization risk in the elderly demented population[197].

Osteoarthritis, a condition with a common prescription of Ibugel[202] - a gel based ibuprofen
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Figure 5.4: Shown, is a complete comparative heat map matrix of the absolute differences in weights
between the first hidden layer of every possible pair of the 5 produced snapshot ensembles. Colour
values are mapped so that yellow hot represents values close to 1 whilst purple cold represent values
close to 0. Left-top to right-bottom diagonals show weight difference between the same ensemble and
are thus irrelevant for analysis. Of note, the vertical patterning for each heat map indicates any weight
differences between snapshot pairs are focused on specific individual features across all snapshot pairs.
This suggests a convergence in importance factor for the vast majority of features with a small but
consistent subset of edge-case features producing variation amongst the snapshot ensembles.

medication identified as 7th on the list, is also widely regarded as a hospitalization risk factor

of the elderly[203]. Such feature to class correlation can be the result of prior bias to such an

elderly data population.

Prescription of Serc-16 tablets, prescribed for Ménière’s disease, presents an interesting

secondary indicator of hospitalization risk. With symptoms of vertigo, titinnus, and hearing

loss - Ménière’s disease associates with increased fall risk in the elderly[129] resulting in indi-

rect risk of hospitalization.

As shown, the identification of already established risk factors by ECNN demonstrates

effective risk factor recognition, highlighting the potential for further clinical analysis on the

remaining medical events for potential correlations. Of the remaining event indicators: Social

group 3 - skilled, occurrence of nightmares and encounter between GP and a third party in

regards to the patient; little or inconclusive studies have attributed such events as a precursor

to hospitalization. Van de Vorst et al. indicates no statistical significance for hospitalization

risk between mid-tier socioeconomic status, generally associated with a skilled individual, and

high or low-tier status. There was however, positive significant correlation from low to high-

tier status[204]. Nightmares have potential to be associated with symptoms of delirium, the
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result of which, hospitalization risk is increased[205]; however, such a generic medical event

with multiple associations to various conditions would require further study to be presented as

an indicator on it’s own. Finally, third party encounter addresses a wide range of situations

involving reports by individuals related to the individual suffering from dementia. Whilst it

has been established that dementia detection is predominantly reliant on self-reporting or by

relatives[108], no literature was found studying hospitalization resulting from non-emergency

third party reports.

Linear independent correlations between the identified medical events to hospitalization

incidence was analysed through Pearson’s correlation and reported in table 5.4. Interestingly,

there seems to be little correspondence between r value and ECNN ranking and in some cases,

little statistical significance. Such behaviours indicate a distinct lack of independent linear

correlations on individual risk factors. Tests on modelling hospitalization prediction using NN

and RF on the individual, identified features provide no discriminative capability; requiring

all 10 features to produce predictive performance indicated in section 5.4.3. Such observation

hints at the capability of the underlying NN architecture of ECNN being able to formulate

non-linear relationships between features, consequently being unable to produce individually

discriminative medical events. The extraction and interpretation of non-linear combinatorial

relationships between features remains an open avenue for further research of great benefit

within the medical informatics field.

Table 5.4: Top 10 event codes ranked in order of importance as determined by ECNN.

Importance Event CD Definition Clinical Indication Pearson’s r P-Value

0.481 G20.. Essential Hypertension Essential Hypertension 0.1504 4.65E-297
0.318 ip3j. Adcal-D3 1.5g/10ug chewable tablet Vitamin D & Calcium Deficiency 0.0695 1.98E-64
0.300 n473. Influvac sub-unit prefilled syringe 0.5mL Annual immunisation against flu 0.0635 4.44E-54
0.259 44Uz. Blood glucose raised NOS Type-2 Diabetes 0.0223 5.71E-08
0.254 bxd5. Simvastatin 40mg tablet Hypercholesterolaemia 0.1879 0.0
0.247 1323. Social group 3 - skilled - 0.0040 0.326
0.234 dh12. Serc-16 Tablet Ménière’s Disease 0.0107 9.39E-03
0.234 ja1I. Ibugel gel 100g Osteoarthritis 0.0154 1.71E-04
0.231 E2749 Nightmares - 0.0070 0.087
0.227 9N32. Third Party Encounter - 0.0626 1.23E-52

A Pearson’s r statistic was used to measure linear correlation between medical event occurrence and hospitalization incidence in
dementia patients. As shown, most of the ranked events show statistically significant linear positive correlation to hospitalization
incidence highlighting potential predictors of hospitalization events post indication of such medical events. Of, note is the ranking
of event codes based off r statistic being non-similar to the ranking produced by ECNN. Of course, with r statistic analysing only
linear bivariate correlations, any non-linear multi-variate associations between event and hospitalization incidence detected by
ECNN are lost, explaining the discrepancy between r statistic ranking and ECNN ranking. Multi-variate statistical analysis is
further warranted on the identified events is a potential avenue of further investigation.
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Table 5.5: Top 10 event codes ranked in order of importance as determined by random forest.

Importance Event CD Definition

0.0164 44M3. Serum total protein
0.0162 42L.. Basophil count
0.0136 44D6. Liver function test
0.0112 44M4. Serum albumin
0.0100 451E. GFR calculated abbreviated MDRD
0.0085 44P5. Serum HDL cholesterol level
0.0083 44I5. Serum sodium
0.0083 44I8. Serum calcium
0.0080 1Z12. Chronic kidney disease stage 3
0.0071 9N36. Letter from specialist

Whilst RF highlighted entirely separate features of importance compared to ECNN, several event codes can be hypothesised to
indicate similar clinical significance. For instance, serum calcium indicates the use of calcium level blood tests potentially related
to the dispensing of Adcal-D3 tablets as indicated by ECNN. Similar indications can be found with cholesterol level and the
dispensing of Simvastatin. Interestingly, a high focus on blood work is shown with 8 of the top 10 event codes shown being lab
results of blood work.

5.4.3 Reduced Feature-set Predictive Performance

Several comparisons were evaluated to determine feature selection performance. The reduced

subset of features produced by ECNN were used to train on various standard classification

methodologies as a comparison to the full dataset. The top 10 features ranked by RF, shown

in table 5.5, were also used as a baseline comparison of a traditional effective feature selection

procedure while a random 10 feature selection was also evaluated to provide an indicator of

dataset baseline predictability. The results are shown in table 5.7.

Table 5.6: Logistic regression comparison using reduced feature selection results.

Metric ECNN Features Full Features P-ValueMean±Std. Dev. 95% CI Mean±Std. Dev. 95% CI

TPR 0.685±0.008 0.679 0.691 0.286±0.035 0.260 0.313 4.02E-16
TNR 0.711±0.009 0.705 0.718 0.804±0.016 0.792 0.816 0.014
PPV 0.746±0.010 0.738 0.754 0.487±0.032 0.463 0.511 4.63E-14
NPV 0.646±0.007 0.640 0.651 0.633±0.024 0.615 0.651 1.84E-09
Accuracy 0.697±0.005 0.693 0.701 0.600±0.018 0.586 0.613 2.82E-15
AUROC 0.719±0.007 0.717 0.721 0.386±0.034 0.376 0.397 2.68E-61

Shown is a comparative analysis of two logistic regression classification models, one trained on ECNN feature selections and
one on the full set of dataset features. As shown, ECNN feature selections result in superior classification performance whilst
providing a significant reduction in feature size.

In a direct pair-wise comparison of predictive performance of feature ranking based on

ECNN versus RF for each of the baseline NN and RF classification models shows generally

superior performance using features ranked by ECNN. This is highlighted by a 4.1% improve-

ment in F1 score between RF and proposed when using a NN baseline classification model,

and a 1.4% improvement using a RF baseline classification model.
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Table 5.7: ECNN and random forest reduced feature selection results.

Metric ECNN Features RF Features Random Selection Features
NN RF NN P-Value RF P-Value NN RF

TPR 0.758±0.014 0.721±0.0008 0.775±0.039 0.077 0.720±0.003 0.125 0.998±0.002 0.688±0.540
TNR 0.759±0.025 0.780±0.0012 0.659±0.056 2.76E-11 0.743±0.002 2.00E-79 0.002±0.002 0.323±0.559
PPV 0.766±0.016 0.773±0.0008 0.704±0.024 0.06E-19 0.745±0.001 1.21E-90 0.510±0.001 0.566±0.098
NPV 0.751±0.005 0.728±0.0004 0.739±0.017 0.002 0.719±0.002 1.42E-36 0.308±0.314 0.233±0.251
FPR 0.241±0.025 0.220±0.0011 0.341±0.056 2.10E-12 0.257±0.002 1.50E-78 0.998±0.002 0.677±0.559
FNR 0.242±0.014 0.280±0.0008 0.225±0.039 0.062 0.280±0.003 0.490 0.002±0.002 0.312±0.540
Accuracy 0.759±0.006 0.750±0.0003 0.718±0.007 8.71E-36 0.732±0.001 1.70E-79 0.510±0.001 0.509±0.001
F1 score 0.762±0.002 0.746±0.0003 0.737±0.005 2.15E-38 0.732±0.001 3.82E-73 0.675±0.001 0.489±0.322
AUROC 0.854±0.015 0.785±0.0008 0.734±0.031 4.54E-30 0.735±0.002 6.32E-91 0.591±0.002 0.604±0.532

Shown is a comparison of feature selection effectiveness between ECNN, random forest - a similar traditional feature selection
methodology, and random feature selection. Two types of basic classification models: neural network and random forest, trained
on the various feature selection subsets, are used in determining selection effectiveness via predictive performance. A baseline
random subset of features was also evaluated P-value analysis is a comparison of ECNN features against RF features of the
corresponding underlying predictive model.

A definitive superior baseline model in an application standpoint for our feature subset use

case however, is not as clear cut; with RF providing superior TNR with comparable accuracy

scores and NN providing overall best F1 score and accuracy. In consideration of an application

based hospitalization warning system, NN provides the superior NPV and as such, the superior

screening type test for high risk demented patients.

In regards to the baseline random feature selection process, both feature selection method-

ologies produced results significantly improved over that of random guessing. Of note however,

is the inability of NN in training an effective classification model when using the randomly

selected feature subset, with final inactive models producing continuous positive predictions

resulting in a ‘superior’ TPR. Additionally, RF also produced generally inactive models using

the random feature subset, swinging between continuous positive or continuous negative pre-

dictions indicated by significantly large standard deviations. As such, random feature subset

results do not provide an effective comparison of proportional predictive performance as com-

pared to non-random feature selection methodologies but instead highlight the difficulties of

selecting small subsets of features able to adequately model patient hospitalization.

In reference to table 5.6, feature ranking and selection using ECNN shows a statistically

significant improvement in overall predictive performance as opposed to the use of the full

feature dataset using a traditional logistic regression classification model. Said results highlight

the challenges of such a high-dimensional and sparse dataset and the advantages of effective

feature selection, enabling effective modelling of the problem space in a significantly reduced

subset of features. Such complexity reduction is emphasised in the contrast of average training

durations with logistic regression trained on the full set of features requiring 33 minutes whilst
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training on a subset of 10 features requiring seconds.

5.5 Conclusion

This chapter proposes a novel combination of methodologies for the prediction of hospital-

isation potential with patients suffering from dementia. Using a novel adaption of snapshot

ensembles to use a dynamically generated learning rate schedule, in addition to an adaption

of entropy weight regularization for use with NNs and subsequent novel evaluation of model

parameters: we were able to identify 10 medical events highly indicative of future hospital-

ization of demented individuals out of an extremely high dimensional and sparse dataset of

54,647 unique medical events. Comprising of diagnostic events, medication prescriptions and

procedures, said events were able to model and predict future hospitalization to a performance

equal (and in certain cases better) than that of the full dataset. ECNN provides significant

advantages to statistical feature selection methods in interpretability, and additionally in ML

based modelling techniques in predictive performance.

The identification of said medical events opens avenues for the potential creation of early

warning systems to identify demented individuals at high risk of hospitalization or institution-

alization. With multiple indications of nutritional health being a major impact in hospitaliza-

tion risk factor, such information can be further investigated for potential prevention through

an emphasis in improved nutritional care for dementia patients. Such examples highlight the

many possibilities focusing on pre-empting and preventing hospitalization through alteration

of secondary care practices. Overall contributions such as those indicated allow for a potential

reduction in critical healthcare utilization, itself a positive advancement, whilst reducing risk

in a statistically elderly and vulnerable population through reduction in exposure to hospital

induced risk factors such as infection.

Multiple aspects of the ECNN algorithm presented within this chapter are open for im-

provement. The application of longitudinal health data is not fully exploited using the ECNN

algorithm as a result of a non-recurrent based prediction model based off traditional perceptron

NNs. Consequently, major considerations of longitudinal health data such as: the continually

changing health picture of an individual, the degenerative change in mental capability due to

dementia, and other such longitudinal aspects are not fully modelled or analysed. Arguments

can be made on such longitudinal information being learned through optimization within the

feature representation composed by a considerably large enough capacity model such as a

time-distributed convolutional neural network (CNN); however, such architectures suffer from
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issues of over-fitting due to such high learning capacity in lieu of regularization driving towards

such a “recurrent” feature representation. Further complications of finite impulse response

limitations within CNNs due to predefined kernel dimensions compared to potentially infinite

impulse response from recurrent neural networks (RNNs) (or more accurately, long short-term

memorys (LSTMs) if vanishing gradient is considered) limit the overall effectiveness of the

traditional NN in longitudinal applications. Following chapters such as the time-series LSTM

based model in chapter 7 seek to leverage the temporal aspect of health records to a greater

degree than as presented within this chapter.

The collection of medical events highlight already established risk factors for hospitaliza-

tion indicating effective capability whilst novel events present opportunity for further focused

traditional clinical analysis as potential risk factors and indicators. As such, ECNN provides

future potential for use within other medical informatics domains as risk factor identification.

The general nature of patient medical records, in conjunction with ECNN enables applica-

tion within other domains to provide interpretable, small-scale indicators allowing for ease of

identification of at risk individuals for pre-emptive care.

Of significant interest, the corresponding medical events highlighted within our feature

selection approach presented in this chapter highlight already established risk factors known

within the literature. Such medical events indicate effective and relevant selection by the pro-

posed architecture, in-line with current medical understanding. Additionally, clinical indica-

tions such as hypertension, diabetes, and hypercholesterolaemia remain significant in further

independent feature selection based studies and chapters within this thesis, indicating prevail-

ing trends of significant biomarkers.
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6.1 Introduction

Within the previous chapter, we presented a novel embedded feature selection approach for the

modelling of long-term dementia related hospitalisation events. The lack of temporal based

feedback as a patient’s health changes across time highlights a major weakness within the

aforementioned modelling approach. Proceeding onwards, we move towards the use of recur-

rent based modelling approaches, able to exploit the longitudinal relationships of the continu-

ally progressing health of an individual.

Within this chapter, we present the opposing characterised clinical objective of sepsis pre-

diction within critical care settings such as the intensive care unit (ICU). Section 4.3 highlights

the severe negative clinical outcomes of severe sepsis and septic shock even within the do-

main of modern sterile clinical medicine. Modern sepsis detection remains reliant on human

vigilance with reference to simple, rules-based multi-categorical scoring of vital-organ health

as indication of potential sepsis. There exists a unique opportunity to incorporate machine

learning (ML) based applications into hands-off continuous monitoring platforms to predict

sepsis development in a timely manner at greater prediction accuracy than the currently estab-

lished diagnosis systems. As previously presented, mortality rate increases of 5-8% per hour of

undiagnosed and untreated sepsis[171, 176], highlights the importance of early detection and

decisive treatment of sepsis.

As highlighted in chapter 4, ICU based health data characteristics runs counter to that

of long-term general practice (GP) records used within the previous chapter. The latter—

consisting of long-term, variable-frequency data of significant sparsity—highly contrasts the

data characteristics of the former; being short-term, high-frequency data consisting of compar-

atively smaller data dimensionality requiring time-critical response. Of particular considera-

tion for application of sepsis prediction is the comparatively low prevalence of sepsis positive

events over the period of a critical care patient timeline.

Such low prevalence of sepsis event indications results in highly imbalanced positive/neg-

ative sepsis class distributions (less than 1% positive time-steps in many study datasets pre-

sented within this thesis) in combination with attributed big data issues of data sparsity and

high-dimensionality results in a highly non-trivial modelling challenge. Consequently, this

chapter presents a novel cascading ensemble deep learning (DL) based approach to time-series

prediction with the aim of addressing the unique aforementioned challenges of detection of a

low prevalence medical condition across a large population. The proposed methodology, using

ICU monitored patient vital data, outperforms current state-of-the-art methodologies within
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literature for sepsis prediction, six hours prior to current detection times. The combined use

of a novel cascading approach and loss objective alleviates inherent issues within medical in-

formatics based datasets of high data sparsity, high dimensionality and severe class imbalance.

Through evaluation on several ICU based datasets, we demonstrate superior performance and

model generalisability.

6.2 Dataset

Experimental evaluation will be applied via two unique datasets comprised of time-series pa-

tient medical records within an ICU based setting. The objective for evaluation, as mentioned

previously, will be the accurate prediction of sepsis onset within a septic patient, 6 hours prior

to clinical diagnosis by a human medical practitioner. The aforementioned datasets will be the

Physionet Computing in Cardiology Challenge 2019 dataset (CinC 2019)[206] and the Medical

Information Mart for Intensive Care dataset (MIMIC)[57]; both publicly available open-source

large-scale datasets.

Of reviewed similar studies, 7 of the 11 directly related papers feature the publicly available

MIMIC dataset as a primary or secondary dataset. Being an open-source dataset of real-world

deidentified ICU medical data of over 40,000 patients, MIMIC gains much popularity due to

the scarcity of openly available datasets of such size within the medical informatics domain.

With patient data privacy a continual concern within medical informatics, there remains a short-

age and need for diverse open datasets of such nature whilst maintaining said data privacy.

In regards to dataset characteristics, all studies follow similar patterns of using binned,

hourly sampled features consisting of patient vital signs (heart rate, oxygen saturation, blood

pressure, etc.), laboratory results (lactic acid, platelet count, urine output, etc.) and patient

demographics (age, sex, race, etc.). Prediction objectives mainly focus around the prediction

of sepsis onset 3-4 hours earlier than that of recorded medical suspicion. Considered population

sizes reported within studies range drastically from 140 to 32,000 patients with data collection

periods spanning back to 2001.

6.2.1 Computers in Cardiology 2019

The CinC 2019 dataset comprises of ICU patient medical records from two separate hospital

units spanning the years 2010 to 2020. The 40 unique features provide hourly patient level

data consisting of continuous vital signs, sparse lab test results and static demographic in-
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formation. In regards to data sparsity, the various feature categories present varied levels of

missing data. Vital sign category features average 32.4% missing data in which otherwise reg-

ular hourly measurements are not recorded. In regards to lab test results, an average of 94.9%

missing data is indicated. Such significant missing data is mainly due to lab tests only being

irregularly ordered when required which, in combination with hourly binned timesteps, results

in unavoidable significant data sparsity. Static demographic information contains no missing

data.

Overall population demographics show a mean age of 61.6 years and standard deviation of

16.5 years. Gender proportions shift towards male with 55.9% proportion of males to 44.1%

females. Sepsis prevalence within the CinC 2019 dataset shows 2932 (7.3%) patients having a

positive sepsis event out of the total 40,336 ICU patients.

The prediction objective class labels are defined on an hourly basis as a binary value indi-

cating development of sepsis as positive (1), or no indication of sepsis, negative (0). Said sepsis

development has been defined clinically by Reyna et al. [206] as a series of medical events in-

dicating clinical suspicion of sepsis development. Clinical suspicion of sepsis is thus defined as

either a two point deterioration in sequential organ failure assessment (SOFA) score, antibiotic

administration within 72 hours of blood lab culture testing, or blood lab culture testing within

24 hours of antibiotic administration. The sepsis prediction objective, 6 hours prior to official

clinical suspicion, results in a class label vector shifted 6 hours forward for all overall positive

sepsis patients.

Traditional linear correlation using Pearson’s coefficient was also performed against said

sepsis label with remaining features as highlighted in table 6.2. Said correlations highlight a pa-

tient’s length of stay within ICU as the overall most significant indicator of sepsis development.

Such a correlation is well known, with many studies highlighting the significance of extended

hospital stay resulting in the increased risk of hospital-acquired sepsis[207, 208]. Alterna-

tively, such correlation can be attributed in reverse, with the development of sepsis resulting

in an overall longer length of stay, as highlighted by many studies on sepsis[209, 210, 175,

211]. Interestingly, the standard indicators of sepsis as indicated by SOFA: respiratory system

(FiO2), cardiovascular system (MAP), liver function (bilirubin), blood coagulation (platelets)

and kidney function (creatinine) do not correlate highly within the CinC 2019 dataset. Such

behaviour can be attributed to the assumption by Pearson’s coefficient of independent linear

correlations between features and label, highlighting the disadvantages of such traditional sta-

tistical methodology in favour of more complex non-linear based methodologies for modelling
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Table 6.1: Data attributes and missing data percentage of the PhysioNet CinC 2019 challenge dataset

Attribute Missing Data (%) Attribute Details
Vital Signs

HR 9.9 Heart rate (beats per minute)
O2Sat 13.1 Pulse oximetry (%)
Temp 66.2 Temperature (Deg C)
SBP 14.6 Systolic BP (mm Hg)
MAP 12.5 Mean arterial pressure (mm Hg)
DBP 31.3 Diastolic BP (mm Hg)
Resp 15.4 Respiration rate (breaths per minute)

EtCO2 96.3 End tidal carbon dioxide (mm Hg)
Laboratory Values

BaseExcess 95.8 Measure of excess bicarbonate (mmol/L)
HCO3 95.8 Bicarbonate (mmol/L)
FiO2 91.7 Fraction of inspired oxygen (%)
pH 93.1 N/A

PaCO2 94.4 Partial pressure of carbon dioxide from arterial
blood (mm Hg)

SaO2 96.5 Oxygen sat from arterial blood (%)
AST 98.4 Aspartate transaminase (IU/L)
BUN 93.1 Blood urea nitrogen (mg/dL)

Alkalinephos 98.4 Alkaline phosphatase (IU/L)
Calcium 94.1 (mg/dL)
Chloride 95.5 (mmol/L)

Creatinine 93.9 (mg/dL)
Bilirubin_direct 99.8 Bilirubin direct (mg/dL)

Glucose 82.9 Serum glucose (mg/dL)
Lactate 97.3 Lactic acid (mg/dL)

Magnesium 93.7 (mmol/dL)
Phosphate 96.0 (mg/dL)
Potassium 90.7 (mmol/L)

Bilirubin_total 98.5 Total bilirubin (mg/dL)
TroponinI 99.0 Troponin I (ng/mL)

Hct 91.1 Hematocrit (%)
Hgb 92.6 Hemoglobin (g/dL)
PTT 97.1 partial thromboplastin time (seconds)
WBC 93.6 Leukocyte count (count*10ˆ3/µL)

Fibrinogen 99.3 (mg/dL)
Platelets 94.1 (count*10ˆ3/µL)

Demographics
Age 0.0 Years (100 for patients 90 or above)

Gender 0.0 Female (0) or Male (1)
Unit1 0.0 Admin identifier for ICU unit (MICU)
Unit2 0.0 Admin identifier for ICU unit (SICU)

HospAdmTime 0.0 Hours between hospital and ICU admit
ICULOS 0.0 ICU length-of-stay (hours)

Class Labels
SepsisLabel 0.0 Positive sepsis (1) otherwise (0)

and feature discovery.

6.2.2 MIMIC-III

The MIMIC dataset closely resembles the CinC 2019 dataset as de-identified, time-stamped

patient records admitted to ICU units over a period of 2001 to 2012[57]. Population demo-

81



6. Modelling Severe Sepsis Onset: Boosted Cascading LSTMs

Table 6.2: Pearson’s Correlation coefficient of features in relation to sepsis labels on the PhysioNet
CinC 2019 dataset.

Attribute Attribute Attribute Attribute
Correlation Correlation

ICULOS 0.133774 Hct 0.010177
EtCO2 0.047623 Fibrinogen 0.010153

pH 0.034250 O2Sat 0.010075
PaCO2 0.034141 Gender 0.009280

HR 0.033029 Unit1 0.007716
Resp 0.027568 Bilirubin_direct 0.007272

Lactate 0.027548 Platelets 0.006361
SaO2 0.022655 AST 0.006331
BUN 0.019364 Glucose 0.005130

Potassium 0.018152 df_index 0.003528
WBC 0.014905 FiO2 0.002236

Chloride 0.014835 MAP 0.001800
Bilirubin_total 0.014017 TroponinI 0.001610

Phosphate 0.013819 Temp 0.001025
Alkalinephos 0.013072 Age 0.000191

Magnesium 0.012718 BaseExcess 0.000179
HCO3 0.012602 DBP -0.001441

Creatinine 0.012027 SBP -0.007564
PTT 0.011664 HospAdmTime -0.019052

Calcium 0.011213 Unit2 -0.024292
Hgb 0.010250 Patient -0.027861

graphics further closely resemble CinC 2019 with a 63.8 year mean age and 17.4 year standard

deviation, a 55.9% male to 44.1% female split, and 36.8% (19,680) of hospital admissions

indicating a suspicion of sepsis across the 53,423 total admissions. All medical events are

encoded with the widely used International Classification of diseases, Ninth Revision (ICD-9)

coding system, resulting in a large feature count of 5386 unique medical events across a total

181,253,575 entries. Occurrence counts across each unique medical event highlight a signif-

icant proportion of overall event entries representing a small sub-sample of common unique

medical events. As such, low-occurrence, irrelevant features were cut based on selecting im-

portant features across a cumulative entry count across unique medical events, from most to

least occurrence, up to a count total of 99% of overall entries. As a result, 71.7% (3861) fea-

tures were dropped producing a final feature count within our dataset of 1525 unique medical

events.

Initial data analysis via Pearson’s correlation show similar linear feature correlations to that

of the CinC 2019 dataset, as shown in table 6.3. Of the 5386 unique features, most of the said

10 largest correlations between feature and sepsis label feature within the CinC 2019 dataset.

Albeit with differing sorting positions and in some cases (MAP and Age) opposite trending

correlations.
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The final considered dataset for MIMIC presents similar patient demographics and objec-

tive applications when compared to the CinC 2019 dataset. However, the large increase in

feature count presents an extreme discrepancy in both data size and sparsity as compared to

CinC 2019. As such, both datasets provide differing unique aspects and challenges across the

common objective of sepsis prediction via patient vitals within an ICU setting.

Table 6.3: Top 10 Pearson’s Correlation coefficient of the 50 most common features in relation to sepsis
labels on the MIMIC-III dataset

Attribute Event Count Attribute Correlation

HR Alarm 1,582,597 0.2264
SaO2 Alarm 1,523,293 0.2192
Resp 1,571,434 0.2113
SaO2 1,571,188 0.2055
DBP 1,047,176 -0.1877
MAP 1,039,973 -0.1872
SBP 1,050,257 -0.1867
Heart Rhythm 1,431,019 -0.1848
SpO2 1,523,216 -0.1839
Age 3,979,611 -0.1827

6.3 Methodology

The proposed methodology consists of a small, standard long short-term memory (LSTM)

model augmented by several novel concepts aimed at alleviating non-trivial difficulties encoun-

tered in time-series based medical records. Namely, large-scale datasets containing thousands

of highly sparse non-independent features: the “curse of dimensionality”. The application of

a novel boosted cascading sub-network model training optimization strategy, supported by a

novel shifting-margin hinge loss function, provides effective reduction to over-fitting perfor-

mance issues favouring the significantly more common negative class stemming from major

dataset class imbalances.

6.3.1 Boosted Cascading Sub-networks

As mentioned previously, there exists a large class imbalance towards condition negative sam-

ples, a common occurrence within diagnosis based applications within the field of medical

informatics. With a 1.7% proportion of positive timestep samples across the dataset, such a

class imbalance poses a non-trivial issue. Traditional methodologies for class imbalance such

as over-sampling and under-sampling result in limited effectiveness[212]. We propose a more
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effective novel combined model architecture and training strategy for solving said imbalance

issues using a combination cascade, boosting ensemble training algorithm.

Boosting, the identification of hard to classify samples and subsequent emphasis in future

weak learner sub-models, leverages the inherent advantages of adaptive ensemble based mod-

elling. Simultaneously, said sample weighting can be adapted towards producing a soft filter

training approach within the cascading concept of our methodology. Let each cascade sub-

model, m = 0, be trained in a traditional manner as indicated in eq. (6.1). The minimization

of model loss Lm as dictated by traditional loss functions L(yt
i, ŷ

t
i), based off true sepsis label,

yt
i , for patient i at timestep t and model prediction ŷt

i . Additional standard model normaliza-

tion parameters, p, such as L1 or L2 norm or, in our specific application, those introduced in

sections 6.3.3 and 6.3.4 at each sub-model are included in Lm
p .

Lm = argmin
L

M

∑
i=0

(
wm

i

T

∑
t=0

L(yt
i, ŷ

t
i)

)
+Lm

p (6.1)

The adaptive weighting factor, wm
i for each patient, dictates sample importance within training

loss. Lacking any initial sample difficulty indications, initial weighting factors are defined to

weight heavily towards, and thus emphasise, the minor class. The goal of which, is to produce

the initial filtering cascade sub-model emphasising near perfect classification of the minor class

samples at the cost of a low classification rate of the major class. Subsequent cascades can

thus be trained with an adaptive boosting sample weighting factor, based off previous model

performance, to emphasise the remaining incorrectly classified major class predictions.

Said sample weight updates are thus calculated using the following equation:

wm
i = (1−λw)wm−1

i +
λw

T

T

∑
t=1

∣∣∣yt
i − ŷt,m−1

i

∣∣∣ (6.2)

Patient weighting factors are driven towards lesser or greater importance based off the patient

timeline’s, T , mean absolute error generated by the previous cascade prediction results, ŷt,m−1
i .

Where, yt
i is the true class label and λw ∈ {0 <N< 1}, the user defined weight hyperparameter

coefficient regulating the influence of the current cascade error towards the weighting factor.

Consequently, said hyperparameter provides control over driving the weighting factor more

rapidly towards a pure boosting strategy (λw → 1) or emphasise the initial cascading approach

with smaller updates (λw → 0)

Overall cascade generation can be driven by traditional meta-training evaluation metrics.

As such, our approach utilises a minimum delta loss improvement stopping strategy or until a

maximum cascade count hyperparameter is reached.
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Final prediction methodology follows the aforementioned cascade approach, with minor

class predictions filtered out in each cascade as said cascades prediction whilst remaining sam-

ples are passed to the next cascade model. The final cascade minor class predictions are then

taken as the final subset of predicted minor classes, whilst major class predictions are appended

to the larger major class prediction subset.

With the application of multiple cascading sub-models within the training procedure, there

presents an opportunity to adjust per-cascade model complexity. The objective of which is

to gradually increase discriminative capability between the increasingly complex filtered class

boundaries as we descend deeper through cascade filters. With such a concept in mind, we

now regard our model architecture. The initial sub-model composes of two groups composed

of a LSTM hidden layer, followed by batch normalisation and dropout layer with 25% dropout

rate. LSTM counts for each hidden layer are 16 and 8 respectively. Finally, the output layer

composes of a single LSTM node for a binary prediction output. Each subsequent cascade

sub-model increases the LSTM hidden layer’s node count by an additional 25% of the previous

cascade. Consequently, at our sixth cascade sub-model, hidden layer node counts are 31 and

61 respectively. Hyperparameter optimisation was determined through greedy grid search.

Figure 6.1: Diagram highlighting the general model architecture formed via the proposed boosted cas-
cading sub-networks training methodology. As seen, each sub-model is formed of two hidden layer sets
of LSTM, batch normalisation and dropout training layer followed by a final single perceptron output
layer. LSTM counts for each set are initially set at 16 and 8 nodes respectively, increasing in count by
25% with each descending cascade. Dropout is set at 25% dropout rate. Overall architecture is formed
of multiple sub-models arranged in a linear cascading manner with negative predictions filtered out and
positive predictions passed onwards to each cascade until model end.

6.3.2 Shifting Margin Hinge Loss

As mentioned previously, within section 6.3.1, the proposed methodology applies increasingly

larger capacity sub-models as cascades are formed. However, in consideration of the decreas-

ing sample set size with the increasing model capacity, model over-fitting becomes a predom-

inant issue during training. As such, we propose the novel shifting margin hinge loss function
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to manage discrimination complexity across class boundaries, thus dampening potential over-

fitting issues.

The shifting margin hinge loss is an adaption of the traditional hinge loss function and it’s

concept of forming the optimal decision boundary. As such, let the considered linear decision

boundary be defined as the hyperplane, xT
i β +β0, defined by parameters β and β0 where sample

feature vectors are indicated by xi, i = 1, . . . ,N. Through the maximisation of distance, M,

between decision boundary and opposing class boundaries, we facilitate the optimal separation

of samples along said decision boundary. Class separation can thus be indicated by y+i (x
T
i β +

β0) > 0 and y−i (x
T
i β +β0) < 0 where y+i and y−i indicate positive and negative class samples

respectively.

Within a simplistic linearly separable dataset, there exists infinitely many combinations of

β which provide adequate class boundary separation, however constraints must be defined to

limit β solutions to favour an optimal boundary location. Traditionally, the optimal separating

hyperplane is defined as the hyperplane with maximum distance between said hyperplane and

closest opposing class samples. Of course, such simplistic linearly problem spaces within

real world applications are rare, with the vast majority being non-linear, noisy and incomplete

datasets with resulting overlapping class distributions. Margin for error or slack is generally

built into the formulation of the optimisation problem to allow for slight overlap of opposing

samples between the decision boundary. The optimisation problem with margin constraints

and slack becomes:

max
β ,β0,∥β∥=1

M (6.3)

subject to yi(xT
i β +β0)≥ M−ξi, i = 1, . . . ,N

where ξ = {ξ1, . . . ,ξN},ξi ≥ 0,∑N
i=1 ≤C, the slack, measures the distance overlap of incorrect

samples from the margin. The constant C bounds the total proportional distance allowed by

predictions to lie on the wrong side of the margin. With consideration of the constraint ∥β∥= 1,

the overall constraint in eq. (6.3) can be reformed as:

1
∥β∥

yi(xT
i β +β0)≥ M−ξi (6.4)

or

yi(xT
i β +β0)≥ M ∥β∥−ξi. (6.5)
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Since any positively scaled multiple of β and β0 will satisfy eq. (6.3), ∥β∥ can be arbitrarily

set to 1/M. As a result, eq. (6.3) with modified constraint eq. (6.5) can be rewritten as:

max
β ,β0

1
∥β∥

(6.6)

subject to yi(xT
i β +β0)≥ 1−ξi, i = 1, . . . ,N

where the maximization of ∥β∥−1 is the equivalent of the minimization of ∥β∥2 and thus

arriving at the minimisation problem of:

min
β ,β0

1
2
∥β∥2 +C

N

∑
i=1

ξi (6.7)

subject to ξi ≥ 0,yi(xT
i β +β0)≥ 1−ξi

producing the final form of the maximum margin classifier, generally associated with support

vector machine (SVM) model formulation. The subsequent rearrangement into the Lagrangian

dual form thus provides an easily solvable convex optimisation problem through quadratic

programming solutions.

In order to facilitate the proposed shifting margin concept, a further hyperparameter co-

efficient, λm, is defined to dictate margin size proportion, C′ = λmC. Said coefficient allows

for the adjustment of margin size proportional to the original maximum margin through the

modification of the original objective function constraints in eq. (6.3) to:

yi(xT
i β +β0)≥ λmC−ξi. (6.8)

Repetition of the aforementioned derivation will result in the optimisation problem:

min
β ,β0

1
2
∥β∥2 +C

N

∑
i=1

ξi (6.9)

subject to ξi ≥ 0,yi(xT
i β +β0)≥ λm −ξi

Taking the modified optimisation problem, eq. (6.9) into a Lagrangian dual form to produce

a solution would simply result in the elimination of the shifted margin coefficient and result

in the same maximisation of the decision boundary margin. However, through optimisation

via stochastic gradient descent within a neural network (NN) training procedure, the influence

of the shifted margin is maintained. As such, the derivation into a loss function applicable

with stochastic gradient descent optimisation can be performed. With consideration of ξi ≥ 0
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indicating ξi must be a positive real value, the constraints defined by eq. (6.9), yi(xT
i β +β0)≥

λm −ξi can be redefined as a loss function in a similar manner to that of the hinge loss:

ξi = max(0,λm − yi(xT
i β +β0)) (6.10)

min
β ,β0

1
2
∥β∥2 +C

N

∑
i=1

max(0,λm − yi(xT
i β +β0)) (6.11)

In regards to our loss function being applied to a deep NN architecture, the model prediction,

λm − yi(xT
i β +β0) can be obfuscated to simply model prediction, ŷi, with β model parameters

updated through traditional NN back propagation means. Further obfuscations, in considera-

tion of this being a NN loss function includes 1
2 ∥β∥2 simply being traditional L2 regularisation

of model weights, whilst C, a constant factor becomes irrelevant in the partial differentiation

with respect to β and L. Consequently, the final shifting margin hinge loss can be simplified

to:

L =
N

∑
i=1

max(0,λm − yiŷi) (6.12)

where y are timestep class labels with positive and negative class values being: y+ = 1,y− =

−1. Model predictions are defined as ŷ and λm is the hyperparameter coefficient dictating

margin size where λm ∈ {R≥ 0}.

6.3.3 Critical Diagnosis Point Penalty

As mentioned in section 6.2, the prediction objective is per-timestep binary prediction, ŷt of

sepsis on said timestep. However, emphasis is placed on detection of the specific timestep

where sepsis onset occurs. Post-onset, sepsis is continually present within the patient timeline.

Consequently, per-timestep binary prediction past point of onset should remain indicating a

positive indication of sepsis. As such, the application objective can be alternatively expressed

as a pseudo regression task, predicting the point until said critical sepsis-onset point, tsepsis.

Such a secondary objective is not reflected well within the required primary per-timestep binary

classification approach of the current application, without consideration of this critical sepsis

onset point.

Conversion of the prediction objective into a regression based prediction methodology

would remain inappropriate for such an application. Being a real-time streamed application

monitoring patient vital signs, a regression based prediction of time-period till sepsis onset

requires the internal modelling of future patient vital-signs, significantly increasing the chal-

lenge of the overall application, especially the further the time till sepsis onset. The binary
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classification of per-timestep sepsis onset with a six hour early lead-up, topt provides a simpli-

fied objective whilst maintaining the aspect of early detection. Such a rationalization of said

critical sepsis point however, can still be leveraged into the application.

This chapter proposed the critical diagnosis point penalty function as a means to emphasise

said critical diagnosis point by introducing a loss penalty based on timestep distance between

initial prediction of sepsis-onset to true optimal prediction point, topt. Early or late predictions

produce a linearly increasing absolute error, driving sepsis-onset prediction towards this op-

timal prediction point. Said penalty, can be based on true positive, false positive, and false

negative per-timestep classifications.

Let ŷt be final class prediction at timestep, t by the considered model, the overall penalty,

LC is driven by the summation of several distinct penalty functions depending on misclassifi-

cation type via eq. (6.13). True positive predictions, are dictated by eq. (6.14), four continuous

piecewise linear equations with parameters dictated by considered time-periods, tearly, topt and

tlate. Where tsepsis indicates the zero hour clinical diagnosis point of sepsis onset.

False negatives, indicating a late onset prediction, is similarly dictated via eq. (6.15), com-

prises of two continuous piecewise function, producing a linearly increasing penalty as pre-

dicted initial onset extends past the topt point.

LC = λC

Ti

∑
t=0

LT P(t − tsepsis), if ŷt is TP

LFN(t − tsepsis), if ŷt is FN
(6.13)

LT P(t) =



λT P +λe, if t < m1(λT P +λe)+b1

m1(t)+b1, else if t < topt

m2(t)+b2, else if t < tlate

λT P, otherwise

(6.14)

LFN(t) =


λT P, if t < topt

m3(t)+b3, else if t < tlate

1, otherwise

(6.15)

where

m1 =
−λT P

(topt − tearly)
, b1 =−m1topt ,

m2 =
λT P

(tlate − topt)
, b2 =−m2topt ,
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m3 =
1−λT P

(tlate − topt)
, b3 =−m3tlate +1

Hyperparameter, λT P ∈ {0 ≤ R≤ 1} are used as a weighting coefficient to dictate balance

between true positive and false negative predictions, depending upon dataset class balance,

whilst hyperparameter λC dictates overall contribution of the penalty function towards the loss

function. Hyperparameter λe is a small coefficient dictating a loss penalty for too early of a

positive prediction.

6.3.4 Negative Reversal Penalty

As mentioned previously, a secondary prediction objective of the proposed methodology is

the identification of the optimal point, six hours prior to clinical diagnosis of sepsis. Post-

optimal point, no physical medical intervention is provided for a septic patient, whilst physical

manifestation of patient improvement after intervention requires longer still. As such, any

reversion of an originally indicated septic patient by the application, may not occur within our

considered patient timeline. As such, a negative reversal penalty is imposed to eliminate such

behaviour. Said penalty, produces a linearly increasing loss penalty dependent on distance

from the initial positive sepsis prediction, indicating sepsis onset, to any reversion to a negative

prediction state post onset indication.

LN = λN

Ti

∑
t=0

t ′− t, if ŷt = 0∧∃ ŷt ′ = 1 ∈ {∀ŷt ′ : t ′ < t}

0, otherwise
(6.16)

Let ŷt be final class prediction at timestep, t by the considered model, and ŷt ′ be all previous

timesteps, t ′ before the considered current timestep, t. Said linear penalty is simply produced

by time interval between predicted sepsis onset and negative timestep prediction, (t ′− t). Hy-

perparameter, λN dictates overall contribution of the penalty function towards the loss function

and serves to balance elimination of highly late negative prediction reversions whilst allowing

marginal shifting of the sepsis onset prediction point at each training iteration.

6.4 Experimental Results & Evaluation

6.4.1 Experimental Procedure

Experimental procedure follows closely to that of the Physionet 2019 challenge and are de-

tailed as follows. Prediction objective will be an hourly binary classification of positive sepsis
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occurrence at said timestep, with a six hour early positive lead-up to official clinical diagno-

sis as established within section 6.2. Said prediction objective applies to both the challenge

dataset for direct comparison against challenge participants and the MIMIC dataset, for gen-

eralisability evaluation whilst maintaining similar experimental procedure to the majority of

studies involving MIMIC.

For challenge datasets A and B, set A will form the training and validation set whilst set B

will be kept aside for testing evaluation and vice versa to form the main comparative metrics

for participant comparisons. Participant results will be taken from the retrospective study by

challenge organisers Reyna et al. [206]. Finally a 5-fold cross validation procedure will be

performed on the combined A and B datasets. In regards to the MIMIC dataset, a 5-fold cross

validation across patients will be performed on the overall dataset.

Additionally, Reyna et al. proposes a custom ‘utility score’ metric for challenge evaluation,

emphasising timely correct prediction of sepsis onset within a certain time window within

the optimal, six hour early, sepsis prediction point. Said metric, shown in fig. 6.2 produces

a linearly increasing positive score contribution as true positive prediction points approach

toptimal, whilst negative penalties are applied for both too early and too late a positive prediction

post-optimal point. Additionally, false positive predictions incur a constant penalty value of

=0.05. Subsequently, true negative predictions do not count towards utility score.

Figure 6.2: Graph indicating the scoring system of the ‘utility score’ evaluation metric proposed by
Reyna et al. [206] emphasising closeness of initial indication of sepsis by an application to that of the
optimal early clinical diagnosis point. Model predictions are mapped to said utility score function to
indicate score gain or loss at each timestep prediction. Of note, a true negative prediction accrues no
score whilst a false positive prediction accrues a constant -0.05 utility score.

Utility score collation, bounding and normalisation of an evaluated model is applies as

follows:

Unormalised =
Utotal −Uinactive

Uoptimal −Uinactive
(6.17)
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As seen, normalisation is based off of a theoretical utility score produced by two model

extremes: an optimal classifier with perfect accuracy as the upper bound and an inactive

classifier producing fully negative predictions as the lower bound. However, such a nor-

malisation strategy still results in theoretical utility scores of less than zero due to the con-

stant -0.05 false positive penalty. Accordingly, utility score is bounded as, Unormalised ∈
{−0.05×N(condition positive)≤ R≤ 1}.

Model architecture is as indicated within section 6.3.1 following the model formulation of

the boosted cascading sub-network training procedure. In regards to training hyperparameters,

dropout layers were set at 25% dropout proportion, whilst Adam was used as the gradient

optimisation methodology with parameters, lr = 0.001, β0 = 0.9, β1 = 0.999, ε = 1× 10−7

and batch size = 1000. Train epochs were set at a maximum of 500 with an early stopping

criteria of minimum delta improvement of 0.0001 within the training loss. Hyperparameter

selection was performed based off greedy grid search criteria on the initial sub-model and kept

the same for each subsequent model. Model selection post training was based on the highest

performing epoch weights based off validation loss. Cascade creation stopping criteria was

dictated by a similar overall minimum delta model validation loss improvement of 0.0001.

6.4.2 Physionet CinC Challenge Results

Following on are evaluation results for the Physionet dataset as produced by the experimental

procedure detailed in section 6.4.1. Full evaluation metrics are provided in table 6.4 whilst rel-

evant metrics with comparisons of the top 5 tanked teams are provided in table 6.5 as reported

by Reyna et al. [206]. Of note, challenge team results show top scoring metrics of multiple

submitted trial runs, whereas the proposed methodology metrics are mean results of 10 overall

experimental runs. AUROC and AUPRC results were not reported for the top ranked team

within the retrospective study.

As shown, the proposed methodology surpasses all top team results except in set A utility

score. Major improvements of up to three times in F1 score and AUPRC can be seen across

both test sets. Statistically significant performance improvements can be seen in AUPRC,

accuracy and F1 score metrics for both tests sets with other team metrics lying outside of a two

standard deviation range, in reference to table 6.4. A traditional two-sample t-test is unavailable

due to lack of raw prediction results from each team.

In regards to the fine details, comparisons between state-of-the-art study approaches show

the most significant improvements are seen in AUPRC and F1 score metrics with very large

92



6.4. Experimental Results & Evaluation

Table 6.4: Overall evaluative metrics of the proposed methodology across the datasets

Metric Set A Set B Set A&B

True Pos. Rate 0.480±0.093 0.533±0.006 0.470±0.105
True Neg. Rate 0.982±0.010 0.985±0.002 0.977±0.019
False Pos. Rate 0.018±0.010 0.015±0.002 0.023±0.019
False Neg. Rate 0.520±0.093 0.467±0.006 0.530±0.105
Pos. Predictive Value 0.374±0.092 0.336±0.038 0.341±0.130
Neg. Predictive Value 0.988±0.002 0.993±0.000 0.990±0.003
False Omission Rate 0.012±0.002 0.007±0.000 0.010±0.003
False Discovery Rate 0.626±0.092 0.664±0.038 0.659±0.130
Accuracy 0.971±0.008 0.979±0.002 0.968±0.017
F1 Score 0.420±0.008 0.412±0.021 0.363±0.058
AUROC 0.855±0.032 0.893±0.026 0.737±0.142
AUPRC 0.391±0.010 0.351±0.042 0.258±0.051

Table 6.5: Physionet CinC 2019 challenge top 5 final leaderboard with proposed methodology results

Team Name Utility Score AUROC AUPRC Accuracy F1 Score
Set A Set B Set A Set B Set A Set B Set A Set B Set A Set B

Proposed Methodology 0.415 0.450 0.855 0.893 0.391 0.351 0.971 0.979 0.420 0.412
Can I get your signature? 0.433 0.434 - - - - 0.828 0.888 0.139 0.140
Sepsyd 0.409 0.396 0.811 0.853 0.105 0.119 0.819 0.901 0.131 0.142
Separatrix 0.422 0.395 0.814 0.844 0.102 0.110 0.803 0.882 0.128 0.130
FlyingBubble 0.420 0.401 0.813 0.855 0.108 0.117 0.798 0.878 0.126 0.129
CTL-Team 0.401 0.407 0.806 0.846 0.101 0.116 0.797 0.891 0.122 0.137

Challenge leaderboard is taken from the Physionet challenge retrospective paper by Reyna et al. [206]. Of note, several metrics
regarding the top performing team, “Can I get your signature?” were not provided within the retrospective paper and thus also
omitted within this paper’s results.

gains in both. Accuracy and AUROC metrics however, show comparatively less improvement

with generally equal to marginal improvements in performance results. Combined with large

discrpancies between AUROC, AUPRC and F1 Score, all can be equated to the low prevalence

rates of sepsis within the dataset. Differences in class weighting parameters on low preva-

lence datasets emphasising that of high sensitivity over high precision or vice versa produce

significant swings in metric values.

The proposed methodology provides superior capability in discerning condition negative

class samples due to the proposed novel boosted cascading sub-network architecture, main-

taining model sensitivity comparative to current state-of-the-art without the significant impact

on model specificity. As such, the proposed methodology provides superior class distinction

in significantly imbalanced datasets generally inherent within medical informatics. However,

even with a significant improvement as compared to state-of-the-art, there remains consider-

able margins for improvement with a precision best of 0.374 within the Physionet dataset.

With a near 13 to 1 negative to positive class imbalance, such class imbalance still remains an
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ever-present non-trivial challenge with potential for future improvement.

6.4.3 MIMIC-III Results

Following on, are the test results of the MIMIC-III dataset showing average test results on a 5-

fold cross validation procedure. Each fold iteration comprised of a 3-1-1 fold ratio of training,

validation and testing sets respectively. Consistent results from the MIMIC dataset highlight

model generalisability towards sepsis detection within varied datasets of significant differing

dataset characteristics.

The proposed methodology was comparatively evaluated against several traditional ML

methodologies as baselines. As shown in table 6.7, the proposed methodology surpasses all

traditional ML methodologies in all evaluation metrics. Of note however, is the marginal non-

significant improvements between the proposed methodology and itself without the penalties

as described in sections 6.3.3 and 6.3.4. Also of note, is the failure in effective prediction

by both deep neural network (DNN) and SVM with F1 Scores of 0.017 and 0.013, indicating

significant under-fitting bias towards a negative prediction. Adversely, the aforementioned

methodologies present high average accuracy. Such results provide a prime example of the

commonly understood failings of accuracy as a sole metric in the evaluation of methodologies.

Additionally, an ablative study on the proposed methodology was performed and evaluated

to highlight individual effectiveness and combined strengths of proposed components. Result

evaluation of each ablation are detailed in section 6.3, highlights the positive individual contri-

bution of each component. The greatest contribution being the inclusion of the boosted cascad-

ing sub-network training procedure producing a 17% improvement towards AUROC score as

compared to the baseline LSTM model. Shifting margin hinge loss and the assortment of opti-

mal prediction point penalty functions indicate less of a significant improvement individually,

however, provide the best prediction combined together into the proposed methodology.

Table 6.6: Overall evaluative metrics of the proposed methodology on MIMIC-III

Metric Results

True Pos. Rate 0.706 ± 0.034
True Neg. Rate 0.932 ± 0.003
Pos. Predictive Value 0.275 ± 0.045
Neg. Predictive Value 0.989 ± 0.001
Accuracy 0.925 ± 0.003
F1 Score 0.395 ± 0.052
AUROC 0.787 ± 0.021
AUPRC 0.480 ± 0.042
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Table 6.7: Test sesults of various traditional machine learning methodologies on the MIMIC-III dataset

Model AUROC AUPRC Accuracy F1 Score

Proposed Methodology 0.787 0.480 0.925 0.395
LSTM+BCSN+SMHL 0.782 0.436 0.917 0.384
LSTM+BCSN 0.770 0.416 0.902 0.367
LSTM 0.604 0.405 0.859 0.324

Random Forest 0.654 0.283 0.875 0.195
Deep Neural Network 0.494 0.292 0.906 0.017
SVM 0.362 0.237 0.901 0.013

Calvert et al. [183] 0.92 - 0.827 0.545*
Nemati et al. [213] 0.85 - 0.68 ≈0.201*
Desautels et al. [14] 0.74 0.28 0.57 0.30
qSOFA[14] 0.77 0.28 0.80 0.39
SIRS[14] 0.61 0.16 0.47 0.24

Results from an ablative study of each component within the study’s proposed methodology are shown in the first section. Fol-
lowing are baseline traditional models to highlight overall dataset difficulty in the second section. Model results from literature
with similar objectives are provided in the third section of this table. Such results are separate from evaluation due to major dif-
ferences in experimental procedure and data preparation and thus not fully comparable. QSOFA and SIRS as baseline predictors
of non-early sepsis. BCSN: Boosted Cascading Sub-Networks, SMHL: Shifting Margin Hinge Loss. *Calculated using reported
secondary statistics

6.5 Conclusion

Within this chapter, we propose and demonstrate a novel DL based methodology as a predic-

tive application for the early detection of sepsis onset for continuously monitored patients in an

ICU setting. Using the novel boosted cascading sub-network training procedure, augmented

with a shifting margin hinge loss and a collection of optimal prediction point penalty func-

tions, the proposed methodology was able to significantly outperform current state-of-the-art

applications within the medical informatics field through the Physionet challenge dataset. The

proposed methodology demonstrates effective dataset generalisability through maintaining ef-

fective prediction performance into the vastly different dataset characteristics of the MIMIC

dataset. Each component within the proposed methodology demonstrates effective individual

contributions through ablative study.

Superior performance comes with shortcomings within the proposed methodology. Most

significantly, as is apparent with all DL based modelling applications, there comes issues of

high model complexity resulting in substantial training times compounded with the training of

multiple sub-models and extensive size of medical informatics datasets. With highly disparate

pre-processing required between the two medical datasets, Physionet and MIMIC, extensive

retraining of models are required to achieve good results. Additionally, such complexity also

gives rise to minimal understanding of the ‘black box’ that is a DL architecture. Such un-

derstanding is crucial within the critical field of medical care to ensure validation and trust.

95



6. Modelling Severe Sepsis Onset: Boosted Cascading LSTMs

Continued development in ML visualisation and understanding coupled with data-mining and

feature ranking provide avenues into significant advancements in smart clinical monitoring and

decision support systems.

As touched upon in section 6.4.2, slight differences in data pre-processing pipelines and

experimental procedure between similar application studies results in highly divergent evalua-

tion test-sets and resulting performance metrics even when applied within the same underlying

medical dataset. The resulting reported standard performance metrics of studies are thus of-

ten incomparable to each other. Curated challenge datasets such as Physionet, through highly

standardised data preparation and objectives, allow for dependable comparisons between the

vast array of application studies available.

The ablative study, presented in table 6.7, highlights the individual effectiveness of each

novel component of the proposed methodology. As shown, the significant improvement to

predictive performance is provided by the inclusion of boosted cascading sub-networks pro-

viding a 0.17 improvement in area under reciever operating characteristic (AUROC). Whilst

all individual components provide overall improvements in both sensitivity and specificity, the

proposed penalty functions provide the least improvement. Such results are expected due to the

design objective being the elimination of a highly small sub-set of misclassifications around

the aforementioned ‘critical diagnosis point’.

In conclusion, in such a domain as electronic health record (EHR) based decision support

system applications; the relative scarcity of highly specific conditions and diseases within a

large population set of incoming ICU patients presents highly challenging issues of data bias.

This chapter highlights a potential solution through the application of ensemble based ML

approaches through the novel boosted cascading sub-network approach. Whilst the presented

results indicate great promise, there still remains drawbacks to such a highly positive result.

Greater effort is needed within the wide domain of ML based studies applied on EHRs for

more consistent approaches to data preparation and result evaluation. Further study evaluation

is needed on real-world impact of such applications within an actual ICU environment whilst

greater emphasis is required on ‘explainable AI’: evaluating and understanding the decision

making process in conjunction to overall model performance.

Albeit, this chapter highlights there is significant potential for modern statistical data anal-

ysis within such complex domains as human healthcare.
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7.1. Introduction

7.1 Introduction

Within this chapter, we return to the application of novel embedded feature selection ap-

proaches for the discovery of relevant biomarkers. With such a rich diversity of information

available in electronic health records (EHRs), current studies leveraging EHR based predictive

modelling feature a surprisingly limited selection of predictors[28]. Many traditional mod-

elling applications approach such large feature dimensionality through limiting complexity to

a manageably small fraction of variables dependent on domain and objective, dictated by statis-

tical methodology or prior domain/expert knowledge[28]. Such approaches allow for lighter-

weight, manageable and more comprehensible analysis and conclusion; however suffer from a

disconnect between model performance and relevant feature selection.

To this end, we seek to incorporate lessons learned in the previous chapter regarding ef-

fective application of recurrent based neural networks (NNs) for EHRs within an embedded

feature selection context. We present a novel deep learning approach incorporating high-

dimensional EHRs to model and predict several clinical applications. To combat prevalent

complications of incomprehensibly large feature counts preventing practical clinical applica-

tion, we also incorporate simultaneous culling of insignificant predictors pertaining to the pre-

diction task at hand. Consequently significantly reducing the vast collection of predictors to

only a handful, relevant to the clinical task being considered whilst still maintaining predictive

capabilities able to outperform traditional statistical modelling and established clinical diagno-

sis methods.

Prior studies have surprisingly been highly limited in predictor utilization in comparison to

the high-dimensional potential of EHRs. Recent systematic reviews of the literature highlight

the median count on variable use at close to only 30 variables[28, 32]. A stark contrast to

examples such as the common International Classification of Diseases (ICD) system, codifying

and hierarchically classifying 14,000 possible unique medical terms[54].

Further indications highlight limited multi-centre validation across multiple disparate EHR

systems in the assessment of multi-objective applications[28, 32] and emphasise such impor-

tance in good-practice validation[214, 32].

The open-source Medical Information Mart for Intensive Care dataset (MIMIC)

dataset[57], and resulting intensive care unit (ICU) based applications, has exhibited consid-

erable popularity amongst recent literature[23, 43]. Such popularity explained by said records

being of a higher degree in detail and frequency, required in an ICU department, compared to

a less critical-care based setting[57]. Consequently, MIMIC presents a highly desirable vali-
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dation tool via rich patient data with non-trivial clinically significant applications and a large

selection of recent, comparable, associated literature.

We present several contributions. We introduce a novel embedded feature selection deep

learning approach using sparse regularized linear aggregation kernel layers, employing large

high-dimensional EHRs. Said aggregation layers reduce large feature spaces of over 1500

unique features down to 5 linearly condensed embedding coefficients able to predict clinically

significant EHR based applications whilst maintaining human comprehensibility.

We validate the effectiveness of the proposed methodology through two disparate EHR

datasets applied within previous chapters. Specifically, we validate ICU patient data on the

MIMIC dataset to predict severe sepsis at a higher performance metric and at a earlier pe-

riod than that of current established clinical practice. We secondly validate general practice

(GP) patient data on the Secure Anonymised Information Linkage (SAIL) dataset to predict

dementia onset prior to officially recorded dementia indications.

Finally, we present potentially significant prediction indicators for each application, based

on the resulting feature reduction results. Through said features, we highlight already medi-

cally established predictors as heuristic proof of feature selection capabilities and unexplored

indicators potentially warranting future novel clinical study. Of interest, biomarkers high-

lighted in table 7.6 within this chapter regarding dementia follow closely to that of chapter 5

selected features, implying indications of feature selection consistency and relevance.

7.2 Datasets & Outcomes

We evaluate on two previously detailed EHR datasets, each with separate clinical applications.

We firstly apply the proposed model to highlight indicators of, and predict, clinical suspicion

of severe sepsis within an ICU setting using the MIMIC-III EHR dataset[57] as validated in

chapter 6. MIMIC-III is characterised, in our comparative case, as a short-term, high-frequency

dataset comprised of vital statistics, lab test results and patient demographics with an emphasis

on time-critical diagnosis of severe sepsis. In contrast; SAIL contains coarser collections of

diagnostic records, medication, primary & secondary care records, amongst other information

presenting long-term, low-frequency, sparse data characteristics.
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7.2.1 Sepsis: MIMIC-III

7.2.1.1 Patient Outcome

Patient outcome definitions within the MIMIC dataset follow exactly as that of chapter 6 to

ensure consistency. We seek to predict development of sepsis at a 6 hour earlier time-period of

than that of recorded clinically indicated onset. Clinical indication being defined in line with

Sepsis-3 clinical criteria[170] as either:

1. Recorded two point deterioration in quick SOFA (qSOFA) score.

2. Indications of clinical suspicion as blood culture testing and 72 consecutive hours of IV

antibiotic administration within a certain time period as follows:

a) Prescribing of IV antibiotics followed by blood culture testing within 24 hours.

b) Blood culture testing followed by prescribing of IV antibiotics within 72 hours.

or the earliest indication if both are present. Said criteria being a commonly implemented

sepsis indication in recent machine learning (ML) based EHR modelling literature[32, 206].

7.2.1.2 Dataset Processing

In regards to data pre-processing and representation structure, a unique individual can be as-

sociated to multiple hospital admissions or ‘spells’, each a collection of timestamped patient

treatment information with over-arcing demographic information. Duration between admis-

sions can span over years with independent admission reasoning and as such, each patient

spell has been treated, in essence, as unique and independent to other patient associated spells

to ease processing.

Medical events were binned into hourly time-steps of categorised features, representing

the set of all unique medical events. Features containing multiple numeric measurements with

an hourly bin were condensed to a median value. In cases of missing measurements, values

are linearly interpolated between known measurements, otherwise are set to zero in all other

cases. Non-numeric features are recorded as counts of hourly occurrences containing unique

timestamps. MIMIC-III exceptionally defines ages over 89 as 300 for privacy concerns and has

correspondingly been set as 90 for our application. All features, now subsequently transformed

to numeric data types with no missing values, were then normalized. Patient outcome, as

defined in section 7.2.1.1, is assigned as a positive or negative binary label sepsis indication at

each hourly time-step.
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Spell timelines were sliced to only relevant periods prior to initial sepsis indication. Spells

containing a positive sepsis indication were cut to include everything prior to 12 hours after

initial positive indication. Spells containing no positive sepsis indication were not sliced. Spells

of less than 1 hour were removed. Rare medical events were removed in ascending order of

frequency to a cumulative 1% of total event occurrences. Of 5852 unique medical events,

selection of the top cumulative 99% highest frequency unique events results in a final dataset

of 1517 unique events presented as features and 53,811 spells.

7.2.1.3 Population Characteristics

Final pre-processed dataset consists of 53,811 spells. Proportions for outcome and gender are

shown in table 7.1 with overall proportion of negative and positive indications of sepsis as

48,295 spells (89.7%) and 5516 spells (10.3%). Population characteristics are summarized in

fig. 7.1. Patients with a positive indication of sepsis present comparatively longer lengths of

stay with median durations of 64 and 49 hours respectively. Significantly greater IQR, and

Q3 ranges highlight generally greater possibility of complications requiring continued care

for septic patients as compared to non-septic. No significant differences can be seen between

patient sex and spell duration.

Of sepsis positive patients, median time from admission to sepsis indication is 41 hours

while proportion of positive patients with indications of sepsis immediately upon hospital ad-

mission (Hour 0) is 18.85% (1040 spells).

Figure 7.1: Box plot (left) highlighting patient age at admission date, split between categories of sex and
positive/negative indication of sepsis during spell. Median ages between categories are 63, 66, 62, and
65 years respectively. Box plot (middle) of overall spell duration of patients from admission to release
in hours. Durations are split by categories of sex and positive/negative indication of sepsis during spell.
Box plot (right) indicates time in hours from admission to initial indicated suspicion of sepsis. Median
time to suspicion is 41 and 36 hours for males and females respectively.
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Table 7.1: Sepsis patient proportions for the MIMIC dataset

Positive Negative Total

Male 3167 (0.57) 27056 (0.56) 30223 (0.56)
Female 2349 (0.43) 21239 (0.44) 23588 (0.44)

Total 5516 (0.10) 48295 (0.90) 53811 (1.0)

Male/Female ratios are shown in brackets. As shown, there exists an overall higher proportion of male population in our dataset.
There is no significant difference in population sex proportions between patient sepsis categories. A significant imbalance of
patient sepsis categories can be seen at only 10% of overall population having sepsis indications.

7.2.2 Dementia: SAIL

7.2.2.1 Patient Outcome

Outcome modelling objective is prediction of dementia diagnosis as recorded on a patient time-

line. Class labels are allocated per timestep (weekly) with positive labels allocated starting on

the earliest indicated dementia diagnosis date and continuing on to end of patient timeline. Di-

agnosis of dementia is identified by all NHS read codes hierarchically categorised under codes

[E00..], ‘Senile and presenile organic psychotic conditions’ and [F110.], ‘Alzheimer’s disease’.

The condition negative control cohort is selected randomly from the overall population on a

1:3 population size ratio of positive to negative dementia patients with close to equal patient

sex distribution. Post-preprocessing and clean-up of invalid entries reduces said proportion to

that shown in table 7.2.

7.2.2.2 Dataset Processing

In terms of SAIL databank datasets of relevance to the task at hand, we utilize the GP dataset

and the hospital Patient Episode Database for Wales (PEDW) dataset. Pre-processing of the

PEDW dataset remains similar to that of MIMIC (see section 7.2.1.2), consisting of hospital

spells, collections of timestamped patient treatment information. The GP dataset contains un-

collated timestamped patient treatment information. An individual across both datasets are

linked via a unique ALF coding system.

Medical events were binned into weekly time-steps of categorised unique features. Multi-

ple numeric measurements of a feature within a week were condensed to a scalar median value.

Missing measurements of said measurement events are linearly interpolated between known

measurements, otherwise are set to zero. Non-measurement medical events are recorded as

counts of occurrences with unique timestamps within a daily bin to eliminate duplication. Fea-

tures were subsequently normalised. Patient outcome as defined within the previous section
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Figure 7.2: Box plot (left) of overall timeline duration of patients in weeks. Durations are split by
categories of sex and positive/negative indication of dementia during timeline. Median timeline dura-
tions show a slight increase for positive dementia patients compared to negative at 102&102 weeks and
103&103 weeks respectively. Box plot (middle) highlighting patient age at dementia onset, split be-
tween categories of sex and positive/negative indication of dementia. Median ages between categories
are 81, 84, 53, and 47 years respectively. Box plot (right) indicates time in hours from record start to
initial indication of dementia onset. Median time to onset is 41 and 36 weeks for males and females
respectively.

is dictated as a positive or negative binary indication of dementia discovery at each weekly

time-step.

7.2.2.3 Population Characteristics

Final pre-processed dataset consists of 30,513 patient histories with class proportions shown

in table 7.2. Overall class balance of positive and negative dementia patients is considerably

more equal than that of the sepsis SAIL dataset at 41% and 59% respectively. Patient timeline

characteristics between sex and class are shown in fig. 7.2. As seen, there exists comparatively

little differences between patient sex and described characteristics. Unsurprisingly, median

age at date of sepsis diagnosis is indicated close to 80 years of age, a stark contrast to a larger

distributed general population median of 50 years. Of interest, timeline duration IQR, and

Q2&3 ranges are greatly reduced in the dementia positive population, a stark contrast to the

literature highlighting increased hospitalization and institutionalization rates for those suffering

from dementia.

7.3 Methodology

Emphasis is placed on producing human-comprehensible predictor rankings whilst maintaining

effective modelling capability. Predictor ranking is achieved through novel sparse regularized

104



7.3. Methodology

Table 7.2: Dementia population proportions for the SAIL dataset

Positive Negative Total

Male 4423 (0.35) 7314 (0.41) 15127 (0.38)
Female 8072 (0.65) 10704 (0.59) 15386 (0.62)

Total 12495 (0.41) 18018 (0.59) 30513 (1.0)

Male/Female ratios are shown in brackets. As shown, there exists an overall higher proportion of female population in our dataset
(62% and 38%). There is a larger proportion of positive/negative dementia in females than in males. Overall dementia balance is
12,495 individuals with dementia (41%) and 18,018 without (59%).

weighted linear aggregation kernel layers to achieve large scale linear feature reduction and

embedding whilst being easily analysed through traditional statistical analysis. Feature sparsity

is achieved through sparse regularization functions penalizing large coefficient weights. Said

aggregation kernels are thus attached to a prediction model, which in our case, are a recurrent

based NN model to be trained collectively. Post training, the resulting sparse linear embeddings

are thus fed into recurrent long short-term memory (LSTM) layers as our deep learning (DL)

model, leveraging the longitudinal, time-series component of EHR data to achieve effective

predictive performance on our previously established patient outcomes. Proceeding on, we

refer to said model as sparse linear feature reduction (SLFR).

7.3.1 Weighted Linear Aggregation Kernels

We introduce the weighted linear aggregation layer in detail. A summary visual diagram is

presented in fig. 7.3. The objective of our proposed aggregation layer being significant bot-

tlenecking in information capacity to emphasise efficient data embeddings. With the inclusion

of a sparsity inducing weight regularisation loss penalty, feature embeddings are encouraged

towards eliminating feature connections by driving weights towards zero. Through the linear

combination of features at each kernel, feature importance can be simply back-propagated to

individual features.

Applied on a per time-step, t, basis within a spell timeline, we take our 1×N vector of

patient features, xt , as input for our aggregation kernel layers. All processes are done on a

per time-step basis and, for clarity, is assumed on all relevant equations. Consequently, xt , is

our vector of input patient values and yt our binary patient outcome value at time-step, t, is

simplified to x and y respectively. Feature size of the input vector is dictated as N. Each kernel

is based on a weighted linear summation of every feature into a singular linearly aggregated
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Figure 7.3: Graphical representation of the proposed weighted linear aggregation kernels for linear re-
duction of feature space. Each kernel produces a linear weighting of each feature before reduction into
a significantly smaller embedding space. Combined with sparse regularization and significant informa-
tion capacity bottlenecking, each kernel produces a unique sparse weighting vector with many features
contributing zero weight to the output kernel activation. Model prediction optimization ensures only
relevant features are weighted highly and remain.

embedding feature as follows:

x′k =
N

∑
i

wi,kxi (7.1)

resulting in a linear transformation reducing our N×1 input vector to a scalar output value, x′k.

Each kernel, k, with respective learned coefficients, wi,k, one for each input feature, i, linearly

weight each unique medical event before reduction through summation to a scalar value. The

user-defined K number of kernels produce our new K × 1 output embedding, resulting in a

high-dimensional input consisting of potentially thousands of features able to be reduced to K

number of embedded features. Consequently, K further controls feature condensation, of which

K = 5 kernels was heuristically found to effectively balance between model performance and

sufficient reduction.

The use of several uniquely initialised kernels allows for unique embeddings across each

kernel. Each aggregation kernel can thus be assumed as a unique set of related aggregated

medical events with corresponding positive or negative influence towards the remainder of the

prediction model.

Through significant bottlenecking in information capacity, combined with model training

and optimization for patient outcome prediction, our model is encouraged to produce highly

efficient data embeddings able to model subsequent patient outcome. We seek to encourage

reduction through elimination of irrelevant features and emphasis of a select set of sparse fea-

tures through a sparsity regularization function. The resulting sparse linear coefficients allow

for simplistic evaluation and visualisation of feature importance.
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7.3.2 Sparse Regularization

In combination with the aforementioned aggregation kernel layers, we introduce a regulariza-

tion technique to encourage weight sparsity through loss penalization of large magnitude kernel

coefficients wi,k produced by our proposed aggregation kernels. Feature sparsity is encouraged

by driving said coefficients towards zero. Being a linear weighting coefficient, zero valued

coefficients effectively filter out irrelevant features within our patient outcome modelling ob-

jective.

With the objective of encouraging coefficient sparsity and magnitude minimization, we take

each k vector of aggregation kernel coefficients produced by section 7.3.1, wi,k, and increas-

ingly penalize each individual coefficient, wi, magnitude. As such, we propose a normalized

inverse exponential function as a loss penalization function on coefficient magnitudes:

L(w) = λ1 −
λ1

N

N

∑
i=0

e−λ2|wi| (7.2)

with tuning hyper-parameters λ1 > 0 as overall penalty function weight and λ2 > 0 as a driving

coefficient controlling penalty emphasis on small to large magnitude kernel weight coefficients.

As seen, absolute magnitude kernel coefficients, wi,k ∈ R are mapped onto a parametrized

inverse exponential function, increasing in penalty magnitude as kernel coefficients increase

towards a maximum limit, L(w)→ λ1, via the normalization component of the proposed func-

tion. Our resulting vector of normalized penalty components are reduced to a singular mean

penalty value attached to a traditional binary classification loss function for stochastic gradient

descent. In our case, the loss function used a traditional hinge loss function optimized by the

Adam algorithm.

The application of our parametrized penalty function presents tailored behaviour advan-

tageous to our application of sparsity regularization. In reference to fig. 7.4, intuitively, our

penalty function follows traditional weight penalty functions such as L1 and L2 via producing

an increasing penalty towards increasing weight magnitude with an optimal global zero penalty

minimum at zero magnitude. However, at large magnitude coefficient values—our penalty loss,

whilst presenting a large value, presents a small gradient approaching zero. Consequently,

overly large weight magnitudes produce a low inclination towards being driven towards zero;

coefficient optimization is thus largely driven by the prediction error loss. Conversely, small

coefficient magnitudes with larger gradient, result in a greater overall trend towards magnitude

minimization—counterbalanced by importance towards prediction optimization or driven to

zero if irrelevant.
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Figure 7.4: Graph detailing the loss penalty curve produced by the sparse regularization function
eq. (7.2). The coefficients applied on the proposed methodology are shown as, λ1 = 0.8 and λ2 = 20.
As seen, the regularization function steadily and increasingly penalises weight magnitude. Penalty in-
crease slowly tapers off at extreme weight magnitudes to a set maximum penalty dictated by λ1. The
agressiveness of the curve towards loss maximum is dictated by λ2 to ensure regularization function
spans the entire range of weights within the applied model.

7.3.3 Feature Sparsity

Through application of our aforementioned aggregation kernels with sparsity regularization,

several weighting coefficients are produced corresponding to each feature and consequential

unique medical event. Analysis of said coefficients allows for the ranking of relevant features

and elimination of the vast majority of irrelevant medical events.

As previously mentioned, aggregation kernel amount was set at 5 resulting in 5 correspond-

ing coefficient weightings for each feature. Globally irrelevant features can thus be indicated by

a zero absolute sum of corresponding coefficients thus eliminating any influence on the result-

ing kernel activations as defined by eq. (7.1). Remaining non-zero coefficients, wi,k ̸= 0,w ∈R
produce a sparse weighted relational matrix indicating importance to individual kernels. Said

coefficients can thus be mapped to a weighted many to many relationship between feature

and kernel, as seen in fig. 7.5, where each kernel corresponds to a group of related features

important to outcome prediction.

7.3.4 Model Architecture

With our proposed linear aggregation layer, longitudinal changes in patient health can be lever-

aged by an recurrent neural network (RNN) based architecture via recurrent embedded connec-

tions through time-steps able to take into account previous data passed into a model. As such,

our prediction layer after embedding will consist of LSTM layers. LSTMs are an extension of

the RNN unit with respective improvements on long-term memory embeddings[83].
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Figure 7.5: Graph representation of an example weighted many to many importance relationship be-
tween important features and kernel produced by the proposed methodology. As seen, each kernel
produces a group of associated features reduced to a scalar embedding. Sparse regularization ensures
only relevant features important in patient outcome prediction. In this case, 5852 total unique medical
events of the MIMIC dataset are filtered to only 14 relevant features and linearly reduced to a 5× 1
embedding vector.

Figure 7.6: Graphical representation of the proposed methodology architecture. Each time-step patient
data passes through our sparsity regularized linear aggregation kernel layers for linear compression and
sparsification. The aggregation component of our architecture consists of 5 1×1 kernels with no bias or
activation component. The resulting embedding is passed through a recurrent architecture consisting of
2 LSTM layers of 32 and 16 units respectively with additional batch norm and dropout regularization.
Model output is performed by a singular perceptron dense layer with sigmoid activation for binary
classification.

Several regularization techniques were also applied to each recurrent layer, namely: unit

dropout, batch normalization and L2 weight regularization. Model optimization was performed

using the Adam[215] optimizer on a hinge loss function for binary prediction. Dropout was

set at 0.75 ratio throughout. Training was performed using the TensorFlow framework with

training hyper-parameters dictated by pattern search optimization. Final model architecture
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with relevant hyper-parameters are presented in fig. 7.6. Optimization validation and model

testing were achieved using 5-fold cross-validation.

7.4 Results

Following on are testing results for the proposed methodology, SLFR, for both the MIMIC

dataset predicting sepsis onset and the SAIL databank dataset predicting dementia onset.

7.4.1 MIMIC-III: Sepsis

Classification performance was evaluated via a 5-fold cross-validation testing approach on the

MIMIC dataset. Of which, the dataset was split into 3-1-1 fold ratios as training, validation

and testing sets respectively. All results shown are aggregated testing set performance metrics

across the 5 fold iterations. Dataset and outcome construction and preprocessing is discussed

in section 7.2. Complete results are presented in table 7.3.

Mean area under reciever operating characteristic (AUROC) at sepsis prediction 6 hours

prior to clinical indication was 0.787±0.018 with a sensitivity of 0.696±0.029 and specificity

of 0.914±0.003. Additional example reported performance metrics of current clinical screen-

ing approaches, qSOFA and systematic inflammatory response syndrome (SIRS), are provided

for reference[14, 181, 13]. As shown, SLFR exceeds or matches reported AUROC statistics

across the 3 related studies. Inconsistent study heterogeneity across dataset preparation, es-

pecially in population outcome definitions and inclusion criteria, manifests as comparatively

inconsistent performance metrics within studies. Consequently, definitive conclusions are dif-

ficult to establish amongst studies.

Table 7.4 and associated heat map fig. 7.7 illustrate coefficient statistics highlighting fea-

ture importance within a singular k-fold validation iteration. As discussed in section 7.3, SLFR

optimizes 5 kernels to produce sparse coefficient vectors indicating event importance. Insignif-

icant medical events with global coefficient values of 0 were removed from evaluation. Accord-

ingly, of the 1517 unique medical events, 73 events remained significant in sepsis prediction.

Kernel coefficient sparsity of the 73 events are portrayed in fig. 7.7 in heat map form. Corre-

sponding event descriptions are provided in table 7.4. Top 20 events are ranked in importance

by average absolute coefficient magnitudes across the 5 kernels. Standard deviation of event

coefficients across kernels correlate highly with absolute average highlighting low feature im-

portance remaining consistently low across all kernels.
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Feature rankings in table 7.4 reveal medical events which follow established medical prin-

ciples. Events indicative of organ dysfunction: heart, lungs, and consciousness; consistent with

the qSOFA assessment procedure are present. Emphasis is placed on heart rate and rhythm with

4 of the top 10 events being relevant, in addition to associated events (3 of top 20) indicating ec-

topic heart rhythm. Breath sounds, oxygen saturation (Sp02), peak inspiratory pressure (PIP),

and head of bed (indicative of ventilator use[216, 217]) associate with lungs. Whilst events,

activity and level of consciousness associate with patient consciousness.

Of interest, several established indications of neonatal sepsis are also highlighted. Associa-

tions are also seen with gestational age, our top ranked event, and sepsis onset in infants within

neonatal intensive care units[218, 219]. Abnormal Moro reflex present within infants is gen-

erally indicative of a variety of compromised conditions, including infection[220]. Low birth

weight infants (present weight) presents high risk of early onset neonatal sepsis[221, 222].

Table 7.3: Model Performance Statistics for MIMIC: Sepsis

Metric SLFR Timestep SLFR Overall SIRS[14] qSOFA[14] SIRS[181] SIRS[13] qSOFA[13]

TPR 0.694±0.007 0.696±0.029 0.72 0.56 0.067±0.141 0.464 0.082
TNR 0.988±0.000 0.914±0.003 0.44 0.84 0.740±0.013 0.939 0.996
PPV 0.199±0.003 0.228±0.023 - - - 0.133 0.278
NPV 0.999±0.000 0.988±0.000 - - - - -
Accuracy 0.987±0.000 0.907±0.003 0.47 0.80 - - -
F1 Score 0.310±0.004 0.344±0.029 0.24 0.39 - - -
AUROC 0.828±0.004 0.787±0.018 0.61 0.77 0.396±0.051 0.79 0.66
AUPRC 0.416±0.003 0.446±0.026 0.16 0.28 - - -

7.4.2 SAIL: Dementia

Classification performance was evaluated via a 5-fold cross-validation testing approach on the

SAIL dataset. Of which, the dataset was split into 3-1-1 fold ratios as training, validation

and testing sets respectively. All results shown are aggregated testing set performance metrics

across the 5 fold iterations. Dataset and outcome construction and preprocessing is discussed

in section 7.2. Classification performance per timestep produces a sensitivity of 0.694±0.007,

specificity of 0.988±0.000 and AUROC of 0.828±0.004 as shown in table 7.5.

Overall patient dementia classification performance is presented in table 7.5 with compar-

isons against the standard Mini Mental State Exam (MMSE) screening test. As shown, as an

automated screening application, SLFR matches, an in some cases exceeds, that of human per-

formed screening approaches. As mentioned previously, with no established gold standard for
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Table 7.4: Event Rankings for MIMIC: Sepsis

Index Abs. Avg.±St.D. Event

0 0.0578±0.0795 Gestational Age
1 0.0377±0.0754 HR Alarm [High]
2 0.0298±0.0413 Heart Rate
3 0.0280±0.0560 Breath Sounds [L]
4 0.0247±0.0444 Ectopy Type 1
5 0.0196±0.0392 Head of Bed
6 0.0141±0.0171 Ectopy Frequency
7 0.0111±0.0102 Heart Rhythm
8 0.0107±0.0214 Code Status
9 0.0095±0.0132 Heart Rhythm
10 0.0078±0.0079 calprevflg
11 0.0072±0.0143 Moro Reflex
12 0.0063±0.0091 PIP
13 0.0058±0.0096 Present Weight
14 0.0056±0.0068 Sheepskin
15 0.0049±0.0061 SpO2
16 0.0040±0.0079 Activity
17 0.0037±0.0031 GENDER
18 0.0036±0.0061 Ectopy Type
19 0.0035±0.0045 Level of Consciousness

Event rankings are based on feature importance as dictated in section 7.3. Each event is an aggregated overall feature importance
metric based on the absolute mean of the 5 feature importance values from each of the 5 kernels. The reported rankings are thus
ommitting positive or negative importance weightings.

Figure 7.7: Presented is a heatmap of the resulting kernel coefficient weightings produced by the pro-
posed methodology on the MIMIC dataset. Only features with non-zero magnitude coefficients are
shown. Each coefficient corresponds to an important relationship between specific unique feature and
kernel. Event index definitions are provided in table 7.4. Larger coefficients correspond to greater
weighting impact during the linear reduction of each kernel. As seen, there remains significant sparsity
within our kernels.

dementia or mild cognitive impairment (MCI) diagnosis, coupled with inconsistent experimen-

tal procedure between studies, conclusive comparisons are difficult to establish.

Aggregation kernel linear feature reduction resulted in 43 relevant events out of 2196 total

unique events. Top-20 non-zero coefficient values of a single k-fold are presented in table 7.6

with corresponding heat map, fig. 7.8. Of said top-20 features: 3 medical codes reference

medical procedures, 1 reference to patient demographics (age), and 16 medication codes. As
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seen, top predictive feature, by a significant margin, of dementia indication is patient age. An

unsurprising result considering age being a well established risk factor of dementia[223] in

addition to being a consistently available patient data-point and having clear correlations with

dementia seen in section 7.2.2.3.

In reference to the 16 medication codes, patient medical indications were derived using the

British national formulary (BNF)[224] as reference via medication and dosage. The largest

collection of associated medications present indications of hypertension, with 4 associated

medications including the top 2 medication codes. Correlations between hypertension and

dementia prevalence are well known[225, 226].

Further presented medical indications confirmed as risk factors include insomnia[227], re-

nal failure[228], depressive disorder[229], epilepsy[230] and gastrointestinal disorders[231].

Indications of myasthenia gravis are portrayed as an inconclusive risk factor[232]. Indications

of ringworm and urinary incontinence associate as common co-morbidities to elderly at-risk or

confirmed dementia. No relevant studies were found in a review of literature for correlations

between eczema and dementia, presenting a potential avenue of investigation.

Of interest, Haloperidol presents indications of persistent aggression or psychotic symp-

toms in moderate to severe Alzheimer’s dementia and vascular dementia, and consequently,

can be inferred as an unforeseen partial ground truth label within our dataset with 110 of 118

patients with prescribed Haloperidol being identified as dementia positive. With consideration

however of a larger total of 12,495 positive patients, inclusion of said feature would insignif-

icantly affect performance result validity. The identification of Haloperidol as a significant

feature however, presents an interesting unforeseen case, highlighting model capability for ef-

fective predictive feature selection.

Table 7.5: Overall Patient Dementia Classification for SAIL: Dementia

Metric SLFR Specialist MMSE MMSE
MMSE[233] [234] [235]

TPR 0.697±0.010 0.761 0.44 0.725
TNR 0.849±0.005 0.886 0.69 0.913
PPV 0.760±0.008 0.893 - 0.769
NPV 0.804±0.006 0.748 - -
Accuracy 0.787±0.005 - - -
F1 Score 0.727±0.007 - - -
AUROC 0.762±0.007 - 0.65 0.89
AUPRC 0.761±0.006 - - -

Event rankings are based on feature importance as dictated in section 7.3. Each event is an aggregated overall feature importance
metric based on the absolute mean of the 5 feature importance values from each of the 5 kernels. The reported rankings are thus
ommitting positive or negative importance weightings.
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Table 7.6: Event Rankings for SAIL: Dementia

Index Abs. Avg.±St.D. Event Drug Indication

0 0.0104±0.0026 Age -
1 0.0038±0.0037 Perindopril Erbumine Hypertension
2 0.0034±0.0029 Doxazosin Hypertension
3 0.0023±0.0045 Refer To Pathology Department -
4 0.0021±0.0012 Terbinafine Ringworm
5 0.0018±0.0018 Temazepam Insomnia
6 0.0016±0.0013 Haloperidol Psychotic Symptoms In Dementia
7 0.0016±0.0021 Solifenacin Succinate Urinary Incontinence
8 0.0015±0.0021 Amitriptyline Major Depressive Disorder
9 0.0012±0.0015 Adcal-D3 Lemon Renal Failure
10 0.0010±0.0019 Temazepam Insomnia
11 0.0009±0.0012 Oilatum Plus Eczema
12 0.0008±0.0016 Mebeverine Hydrochloride Gastrointestinal Disorders
13 0.0008±0.0010 Candesartan Cilexetil Hypertension
14 0.0008±0.0007 Preventive Procedures -
15 0.0008±0.0015 Co-Codamol Moderate Pain
16 0.0007±0.0015 Perindopril Erbumine Hypertension
17 0.0006±0.0013 Prednisolone Myasthenia Gravis
18 0.0006±0.0011 Epilim Chrono Epilepsy
19 0.0006±0.0007 Minor Surgery Done - Injection -

Figure 7.8: Presented is a heatmap of the resulting kernel coefficient weightings produced by the pro-
posed methodology on the SAIL dataset. Only features with non-zero magnitude coefficients are shown.
Each coefficient corresponds to an important relationship between specific unique feature and kernel.
Event index definitions are provided in table 7.6. Larger coefficients correspond to greater weighting
impact during the linear reduction of each kernel. As seen, there remains significant sparsity within our
kernels.

7.5 Discussion

We presented a novel automated deep learning approach to simultaneous feature reduction and

prediction of multiple patient outcomes in multiple disparate high-dimensional EHR datasets.

Specifically, sepsis onset prediction on the MIMIC III ICU patient dataset and dementia onset

prediction using the SAIL dataset consisting of GP and hospital patient records. The proposed

methodology was able to match or outperform reported performance in literature of traditional,

manual, human performed clinical approaches to screening and diagnosis.
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Consistent performance is demonstrated on two highly disparate EHR datasets with con-

trasting patient time-spans and frequency, data characteristics, cohort demographics and mod-

elling objectives highlighting effective model adaptability. Such consistent performance on-

par with or exceeding current established clinical procedure, in addition to many other similar

EHR based ML application literature[23] highlights the potential positive impact of an au-

tomated ML based screening application or clinical decision support system for significant

improvements in care quality and patient outcomes[182].

Most significantly, our contributions with the proposed model lie in its capability to per-

form feature reduction down to small subset of predictive features, highly relevant to the pre-

diction objective at hand. Within the considered EHR datasets, there exists a substantially

large set of potential unique medical events within a patient medical timeline, numbering in

the thousands, with highly infrequent occurrences. With little to no human intervention on

dataset preparation or expert hand-selection of features, the proposed methodology was able

to select only a small handful of important predictive medical events proven to have clinical

relevance in past literature.

Our study and proposed methodology have several intrinsic and extrinsic limitations. The

use of EHRs (with all aforementioned advantages of being longitudinal, patient centric, and

with large diverse predictors and sample sizes) present many resulting limitations. Direct

comparison and evaluation across studies remains difficult with non-heterogeneous datasets

in regards to diverging cohort selection criterion, study design, regional population biases and

potential lack of clinical diagnosis gold-standards. The disconnect between EHR patient char-

acteristics and real world population characteristics[236] result in potential invalid, biased as-

sociations. Data sparsity and loss to follow-up, in addition to the related and opposing issue

of informative observations, present sometimes incomplete and biased observations into a pa-

tient’s health.

Application and validation on two distinct datasets with differing modelling objectives

highlighted good model adaptability. However, true external validation on disassociated EHRs

with same prediction objective as opposed to internal EHR cross-validation would emphasise

true generalizability and reliability regardless of population and data characteristics. Such val-

idation remains a difficult prospect due to, again, lack of data heterogeneity between EHRs

requiring significant manual pre-processing and data association. The use of the MIMIC and

SAIL datasets alleviates such issues being each comprised of associated records from multiple

primary and secondary care providers however, true external validation (the complete separa-

115



7. Linear Aggregation Kernel Based Feature Ranking: Identifying Predictive Indicators
within Electronic Health Records

tion of hospital systems for training and testing) is lacking.

The resulting highlighted predictive event rankings for both sepsis (table 7.4) and dementia

(table 7.6) prediction present interesting aspects for discussion. As discussed in section 7.4,

almost all highlighted events demonstrate known associations to their predictive objective in

question. Interestingly, not highlighted are medical events commonly directly measured in

patient diagnosis—such as the established clinical criteria of the qSOFA system in the case

of sepsis prediction—however, most highlighted events can be traced via secondary associa-

tions to the same approach of organ failure assessment. Similar observations can been seen

in dementia prediction with the majority highlighted predictors being prescribed medications

as opposed to the direct indicated conditions present within patient histories. Such behaviour

follows closely to the proposed methodology presented in chapter 5.
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8.1 Conclusions

This thesis has presented and explored embedded feature selection approaches through the

application of temporal-focused recurrent neural network (RNN) based modelling approaches.

Such approaches aim to drive neural networks (NNs) away from the opaquely “black box” to be

more transparent, presenting methodologies able to push validation through understanding the

trained model. Simultaneously, such applications are desirable and of greater feasibility within

a health informatics and clinical application mindset, emphasising explainability, simplicity

and human capable validation of modelling approaches.

We highlight the dominating challenge of feature redundancy, spurious feature-feature cor-

relations, and overly broad electronic health record (EHR) domains, detailing every medical

event present within the individual’s health timeline. Such a wide lens on human health si-

multaneously promises great potential for exploration of novel risk-factors via data mining

approaches whilst also presenting significant challenges in effective, feasible, and comprehen-

sible analysis of such big data; as highlighted within this thesis.

The utilization of deep learning (DL) and temporal based machine learning (ML) mod-

elling approaches show great promise in modelling capability of EHRs. Of particular empha-

sis is ensemble based approaches such as the proposed snapshot ensemble in chapter 6 and

boosted cascade approach in chapter 6; able to produce state-of-the-art predictive capability

within current literature. Big data EHRs are a difficult prospect through complex challenges of

high-dimensionality, high data sparsity, and significant class imbalances; of which, we present

ensemble based novel approaches as a potential solution domain as proven via the case studies

within this thesis.

DL remains a highly popular and effective approach to ML based applications within a

wide variety of research domains including health informatics. The capability for the process-

ing of self-optimised feature representations able to model and predict challenging non-linear

data correlations is a well known concept[5]. We present novel approaches towards leveraging

feature representations as effective criteria for embedded feature selection approaches. Chap-

ters 5 and 7 makes use of such concepts; producing highly capable feature selection method-

ologies able to reduce a significantly large domain of thousands of unique medical events down

to tens of relevant features able to maintain predictive capability to an effective degree.

We presented resulting feature relevance rankings and selections highlighted within this

thesis. As indicated within respective discussions in relevant chapters, there exists great clinical

relevance within the presented feature importance results. Of interest is feature similarities
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between case studies of alternative methodologies; in particular Tables 5.4 and 7.6 present

features of hypertension as of great importance towards dementia development and risk of

hospitalization. Such correlations between hypertension and dementia are well known and

studied[225, 226].

8.2 Contributions

The main contributions of this thesis can be seen as follows:

• A comprehensive review of EHR based machine learning applications within the cur-

rent state-of-the-art literature in the context of dementia risk and of sepsis development.

Through which we present current relevance of said topics within the greater medical

domain, the challenges of applying ML based approaches to such a clinical objective,

the current state-of-the-art methodologies and studies within said domain and finally fu-

ture research pathways and opportunities for further study, of which we approach in the

following contributions.

• A novel approach to feature selection within a use case study of identifying at risk indi-

viduals with dementia in encountering a hospitalization event. The proposed methodol-

ogy consists of an ensemble architecture of deep neural networks (DNNs) trained using

the “snapshot ensemble” approach to aid in reducing over-fitting and perturb feature

weighting in combination with novel entropy weight regularisation to produce sparse

feature representations. Such representations are thus applied as ranking and selection

criteria to produce a final selected feature-set.

• A novel architecture and training approach towards alleviating issues of high-

dimensionality, data sparsity, and class imbalance to produce a prediction tool for sepsis

development able to outperform the current state-of-the-art approaches within literature

according to the PhysioNet 2019 CinC Challenge. The proposed approach consists of a

continuation of the ensemble approach detailed previously, incorporating a novel boosted

cascading architecture approach.

• A novel embedded feature selection methodology incorporating 1D convolutional ker-

nels in combination with long short-term memory (LSTM) recurrent networks and a

novel weight sparsity regularization approach to produce sparse feature representations

within the convolution kernel. Through which, we extrapolate feature importance, or
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lack-thereof, to produce a final set of highly relevant features. The proposed methodol-

ogy was validated through case study using both clinical objectives of predicting sepsis

development and separately, dementia development across two uniquely characterised

EHRs.

• We present a complete list of discovered biomarkers found to be of relevance towards

the proposed case studies. Through which, we analyse the clinical relevance and novelty

value to highlight potential avenues of novel clinical research and validation. Said list

highlights a significant proportion of known risk factors relevant towards our case stud-

ies, highlighting model selection capability whilst several novel medical events were

highlighted with minor to no studies exploring such correlation.

8.3 Future Work

The adaption of DL based temporal models applied with embedded feature selection ap-

proaches which utilize EHRs for modelling of patient outcomes has a large scope; the wide

degree of health information available within EHRs promise both great potential and great

challenge. Further application domains within health informatics such as rehospitalisation risk

analysis, patient risk and length of stay prediction, and the wide sub-domain of disease diagno-

sis are ideal for risk-factor and biomarker discovery and automation. With the unprecedented

development of SARS-CoV-2 (COVID-19) into a global pandemic, affecting every facet of

life, risk-factor analysis and modelling of newly discovered disease trajectories through such

proposed methodologies are of significant interest and popularity within domains of research

and even of the public eye. With current predictions of continued acceleration of information

technology capabilities in all aspects of life, such data-mining approaches extend past that of

a purely health informatics domain. Such vast quantities of human data require significant

automation and reduction to produce value out of such data.

The development and application of the highlighted field within this thesis remains rela-

tively young. The DNN remains a ‘black box’ in terms of understanding and validation of such

models whilst also presenting state-of-the-art predictive capabilities. There remains much work

to be done to improve such understanding required for general acceptance within the evidence

based medical approaches for influencing current medical procedure. Such hesitation is, of

course, understandable in such a potentially high consequence domain of human medicine.
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As highlighted previously, ensemble based approaches towards EHR modelling showed

great promise, able to produce state-of-the-art performance capabilities. Said study was limited

in scope to purely a predictive clinical objective with no consideration for feature selection and

data-mining. The utilization of “snapshot ensembles” further pairs well with feature selection

approaches as indicated in chapter 5. The merger of the proposed ensemble cascades with 1D

convolution feature selection is an obvious future application.

There exists a significant limitation of the proposed methodologies within chapters 5 and 7

due to the multi-layer and multi-network architectures proposed within each chapter. Feature

importance metrics reported remain positive scalar magnitudes indicating relevance and corre-

lation with no indication of positive or negative association. Such indications are possible and

available to analyse; however, no assumption can be made on feature representations produced

past the initial feature selection layer retaining such associations. As such, positive/negative

correlations could potentially vary to an unknown degree during prediction inference. Of in-

terest, the associations produced through evaluation do heuristically match clinical knowledge,

but such a indication presents no guarantee.

The current scope of feature selection approaches within this thesis has predominantly

focused on global models of feature selection; that is, the evaluation of feature importance

across the complete population set to produce a ‘global’ indication of risk-factors. The highly

novel field of local, dynamic feature selection presents great potential for future application.

Greater emphasis is placed upon the concept of individualised medicine with feature impor-

tance ranking performed on a per patient scale. Such applications have already been proposed

and have shown effective results through attention based transformer networks within other do-

mains[237, 238, 239]. Such local feature selection models can further transition towards global

feature selection through simple analysis. Of significant interest is local feature selection ap-

proaches on the temporal dimension in addition to a per sample basis. Dynamic temporal

feature selection indicates feature importance on a time-step level, highlighting longitudinally

dynamic feature importance. Such approaches have been presented within the domain of EHRs

by Yoon et al. [240] following novel similar concepts of attention based networks.

Case study validation across all studies presented within this thesis would further bene-

fit from greater, more diverse applications across a larger variety of population datasets with

unique population characteristics. The emphasis of this thesis has been on the Medical In-

formation Mart for Intensive Care dataset (MIMIC) III dataset and the Secure Anonymised

Information Linkage (SAIL) datasets with various other similar smaller-scale EHR records
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used. Case study validation within chapter 7 presents the ideal case of unique case study and

dataset validation whilst studies remain limited to multiple unique datasets within the same

case study clinical objective. Model generalisability validation is highly relevant within the

health informatics domain due to such potentially diverse health pictures across even national

regions, whilst internationally, population characteristics such as education, healthcare, and

wealth & deprivation produce highly unique endogeneities. Open access to wide ranges of

health information, whilst greatly improved in the recent decade, remains limited due to highly

valid concerns of data privacy.

8.4 Closing Remarks

In conclusion, as the age of digital information continually progresses, health information tech-

nologies too will advance. The continued digitisation of the individual’s health allows for

a unprecedented broad-scale view of highly detailed and individualised information across a

wide scale of health focuses. EHRs provide substantial opportunity for large-scale, exploratory

analysis via modern information technology approaches in the hopes of increasing understand-

ing and improving individualized patient care outcomes and care utilization[21, 22]. Such

opportunities however, remain obstructed by significant challenges of big data analysis requir-

ing significant research into tailored approaches able to deal with said challenges. For the

data scientist, big data presents significant and unique computational and statistical challenges.

For modern society, big data heralds new levels of multi-disciplinary scientific discovery and

economic value, promising discovery and analysis of large scale population trends and hetero-

geneities never before possible with small-scale data.
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